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We investigate nonequilibrium properties of the single-impurity Anderson model by means of the functional
renormalization group �fRG� within Keldysh formalism. We present how the level broadening � /2 can be used
as flow parameter for the fRG. This choice preserves important aspects of the Fermi-liquid behavior that the
model exhibits in case of particle-hole symmetry. An approximation scheme for the Keldysh fRG is developed
which accounts for the frequency dependence of the two-particle vertex in a way similar but not equivalent to
a recently published approximation to the equilibrium Matsubara fRG. Our method turns out to be a flexible
tool for the study of weak to intermediate on-site interactions U�3�. In equilibrium we find excellent
agreement with numerical RG results for the linear conductance at finite gate voltage, magnetic field, and
temperature. In nonequilibrium, our results for the current agree well with time-dependent density-matrix RG.
For the nonlinear conductance as function of the bias voltage, we propose reliable results at finite magnetic
field and finite temperature. Furthermore, we demonstrate the exponentially small scale of the Kondo tempera-
ture to appear in the second-order derivative of the self-energy. We show that the approximation is, however,
not able to reproduce the scaling of the effective mass at large interactions.
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I. INTRODUCTION

Due to the enormous experimental progress in the inves-
tigation of nanoelectronic and molecular systems, one of the
central issues of theoretical condensed-matter physics is the
understanding of nonequilibrium phenomena in small
strongly correlated quantum systems coupled to an environ-
ment. Traditionally such systems were investigated in the
context of dissipative quantum mechanics, where energy ex-
change of a few-level system with a single bath of phonons
was considered.1 With the realization of various devices in-
volving metallic islands,2 quantum dots,3 single molecules,4

or quantum wires,5,6 a tunneling coupling to leads was real-
ized, which enabled the controlled study of local quantum
systems coupled via particle exchange to the environment.
Furthermore, in the presence of several leads, it became pos-
sible to study such systems in the presence of a finite bias
voltage or temperature gradients �inhomogeneous boundary
conditions�, i.e., a nonequilibrium and current-carrying state
can be realized in the stationary situation.

Whereas in equilibrium there are powerful numerical and
analytical techniques to describe linear transport or spectral
properties of mesoscopic systems, the available methods in
nonequilibrium are quite restrictive and still under develop-
ment in the nonperturbative regime. Exact solutions exist for
some special cases.7–9 Scattering Bethe-ansatz solutions have
been applied to the interacting resonant level model10 and the
Anderson impurity model11 but the full understanding of the
stationary state in all regimes has not yet been reached. To
describe the steady state in the presence of a finite bias volt-
age, numerical renormalization-group �NRG� methods using
scattering waves,12 time-dependent density-matrix renormal-
ization group �TD-DMRG�,13 quantum Monte Carlo �QMC�
with complex chemical potentials,14 and an approach based
on iterative summation of path integrals �ISPI� �Ref. 15�

have been developed, but the efficiency of these methods is
still not satisfactory in the regimes of strong Coulomb inter-
action and/or large bias voltage. To calculate the time evolu-
tion into the stationary state, numerical techniques such as
TD-NRG,16,17 TD-DMRG,8,13,18 ISPI,15 and QMC in
nonequilibrium19,20 have been used, as well as a Fock space
formulation of the multilayer multiconfiguration time-
dependent Hartree theory.21 However, the description of
finite bias or the long-time limit still remains difficult.

Perturbation expansions in the coupling between the local
system and the reservoirs or in the Coulomb interaction on
the local system cannot cover the most interesting regime of
quantum fluctuations and strong correlations at very low
temperatures. To improve them significantly, the most prom-
ising analytic approaches are perturbative RG methods for
nonequilibrium systems. Several methods have been pro-
posed, which differ significantly concerning the extent up to
which nonequilibrium aspects are taken into account and
how the perturbative expansion in the renormalized vertices
is set up. One of the first formally exact nonequilibrium RG
methods for zero-dimensional quantum systems �quantum
dots� was developed in Refs. 22–24 and is called the real-
time RG �RTRG� method. This technique is based on an
expansion in the renormalized coupling between quantum
system and reservoir, whereas the correlations on the local
system are taken exactly into account. Later on, this method
was formulated in pure frequency space �FS� and combined
with a cutoff procedure on the imaginary frequency axis �in-
troduced in Ref. 25�, the so-called RTRG-FS method.26

Within this technique it was possible to solve analytically the
generic problem how RG flows are cut off by the physics of
transport rates. Furthermore, it was demonstrated how all
static and dynamic properties can be calculated analytically
for the nonequilibrium Kondo model in weak coupling27–29

and for the interacting resonant level model �IRLM� in the
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scaling limit,30 which are two fundamental models for the
physics of spin and charge fluctuations, respectively. Another
perturbative RG method in nonequilibrium �called PRG-NE�,
which also expands in the reservoir-system coupling, was
developed in Refs. 31 and 32, where the slave particle ap-
proach was used in connection with Keldysh formalism and
quantum Boltzmann equations. In these works it was inves-
tigated how the voltage and the magnetic field cuts off the
RG flow for the Kondo model and how the frequency depen-
dence of the vertices influences various logarithmic contri-
butions for the susceptibility and the nonlinear conductance.
A real-frequency cutoff was used and the RG was formulated
purely on one part of the Keldysh-contour disregarding dia-
grams connecting the upper with the lower branch. This pro-
cedure turns out to be sufficient for the Kondo model to
calculate logarithmic terms in leading order but the cutoff by
relaxation and decoherence rates was included intuitively
�recently an improved version of this method included parts
of the spin relaxation and decoherence rates via self-energy
insertions33�. An alternative microscopic approach to
RTRG-FS for combining relaxation and decoherence rates
within a nonequilibrium RG method for the Kondo model
was proposed in Ref. 34, where flow-equation methods35

were generalized to the nonequilibrium situation. Within this
method, it was shown for the Kondo model that the cutoff of
the RG flow by spin relaxation/decoherence rates occurs due
to a competition of one-loop and two-loop terms on the
right-hand side of the RG equation for the vertex.

Whereas all of these perturbative RG methods are very
successful, they have two important drawbacks. First, they
expand all in the reservoir-system coupling and thus can only
be used reliably in the regime of weak spin or orbital fluc-
tuations �strong charge fluctuations seem to be covered by
RTRG-FS as was demonstrated recently for the IRLM in
Ref. 30�. Second, the RTRG-FS and the PRG-NE scheme
work in a basis of the many-particle eigenfunctions of the
isolated local quantum system. As a consequence larger sys-
tems such as multilevel quantum dots, large molecules, or
the crossover to the quantum wire case cannot be addressed
due to an exponentially large number of relevant many-
particle states. Therefore, another class of perturbative RG
methods in nonequilibrium have been developed which are
based on an expansion in the renormalized Coulomb interac-
tion on the local quantum system by combining the Keldysh
formalism with a quantum-field theoretical formulation of
functional RG within the one-particle irreducible Wetterich
scheme.36 In the following we call this approach the func-
tional renormalization group �fRG�-NE method. It has been
proposed and applied to transport through quantum dots and
quantum wires in Refs. 25, 30, and 37–39. Similar imple-
mentations of the method have been developed for the appli-
cation to bulk systems, investigating, for instance, quantum
criticality in nonequilibrium40 or the long-time evolution of a
Bose gas starting from a nonequilibrium state.41 Since the
method is nonperturbative in the reservoir-system coupling
and is parametrized in terms of single-particle states, it has
the advantage that the case of low voltage and temperature
can be described and it can be applied to multilevel quantum
dots and quantum wires, at least if Coulomb interactions are
moderate.

So far, the fRG-NE scheme was used in approximation
schemes with frequency-independent self-energy. This ap-
proach describes reliably the leading effects of weak interac-
tions in an effective single-particle picture. At higher inter-
actions the decay rates generated by inelastic effects of the
interaction are no longer negligible and may drastically
change the behavior of the system. These effects can only be
described on the level of a frequency-dependent self-energy,
which is the subject of the present paper. We will address the
problem of enhancing the level of the truncation scheme
used in fRG-NE, in order to enable it to describe interaction
induced decay rates. The flow equations for the vertex func-
tions are of such a structure that a frequency-dependent self-
energy can only result from a frequency-dependent two-
particle vertex. This is in turn a very complicated object,
depending on four frequency, state, and Keldysh indices.
Conservation laws for spin, momentum, and frequency, and
the symmetry properties of the vertex function discussed in
Ref. 42 can be used to reduce the complexity of the problem.
Nevertheless, the two-particle vertex function remains so
complicated that it seems preferable to develop the method-
ology first for a physical system with as few interacting de-
grees of freedom as possible. This restricts at least the di-
mensionality of the state dependence of the vertex function.
Insight gained at this level can later be used to tackle larger
systems.

We choose to investigate the single-impurity Anderson
model43 �SIAM� which is considered to be a generic model
for strong local correlations44 and is a minimal model to
study the interplay of charge and spin fluctuations. It consists
of a single-level quantum dot with two spin states and on-site
Coulomb repulsion U, which is coupled to leads. Experimen-
tally, it can be realized for small quantum dots or molecules.
In the Coulomb-blockade regime, this model is equivalent to
the Kondo model45 and the unitarity limit of the Kondo ef-
fect has been measured.46 The perturbation theory of this
model in U is completely regular.47–50 However, the low-
energy behavior at large interaction U is governed by the
so-called Kondo scale44 which is exponentially small in U
and hence cannot be described in any finite order perturba-
tion theory. This makes the model an interesting object for
RG studies. Since the model can be described in equilibrium
very accurately by the NRG �Ref. 51� and even exact results
for thermodynamic properties are available from Bethe
ansatz52 there is the possibility to benchmark our results at
least in equilibrium.

In case of thermal equilibrium the Matsubara fRG has so
far been applied to the SIAM in two distinct formulations.
One of them is a recent study based on Hubbard-
Stratonovich fields representing spin fluctuations.53 The
fRG-NE implementation presented in this paper does not
pursue this idea but is based on a weak-coupling expansion
analogously to the second class of equilibrium fRG studies
of the SIAM.54–57 These studies in turn have been done in
two different truncation schemes. One of those schemes re-
duces the flow of the two-particle vertex to a renormalization
of the static interaction strength and produces a frequency-
independent self-energy. This approximation is able to repro-
duce a Kondo scale exponentially small in U which appears,
e.g., in the pinning of the level to the chemical potential.54,55
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It turned out to be a quite powerful tool for the description of
static properties of diverse quantum-dot geometries even at
fairly large interactions.54 The approximation is however un-
able to describe finite frequency properties. Its restriction
becomes manifest very clearly in the shape of the spectral
function: the approximation of a static self-energy leads to a
Lorentzian resonance peak. The sharp Kondo resonance, the
side bands, the suppression of the Kondo resonance with
temperature are features which cannot be described, in prin-
ciple, by the static approximation.

The second more elaborate approximation scheme which
has been used within the weak-coupling equilibrium fRG
keeps the frequency dependence of the two-particle vertex
function and neglects the three-particle vertex.56,57 It yields
quantitatively good results for small to intermediate interac-
tion strengths. While finite frequencies properties are acces-
sible to this frequency-dependent fRG approximation for not
too large interactions, it has been observed that the large
interaction asymptotics of this refined version are worse than
the ones found in the static fRG; no Kondo scale exponen-
tially small in U has been found.57 Also a technical disad-
vantage related to the use of the Matsubara formalism be-
comes apparent: while the self-energy data are quite accurate
on the imaginary frequency axis for small and intermediate
U, the analytic continuation to the real axis was instable for
nonzero temperatures, working only for certain parameter
sets. Therefore only observables which are accessible from
the imaginary frequency axis �without resorting to analytic
continuation� can be systematically studied at finite
temperature.57 This finding is an additional motivation to
study a frequency-dependent fRG within the Keldysh for-
malism, being formulated on the real-frequency axis from
the outset.

Apart from the possibility to access real-frequency prop-
erties at finite temperature we envisage the opportunity to
analyze the nonequilibrium behavior of the SIAM. This has
been recently in the focus of diverse publications. Among
them is also a nonequilibrium fRG study that is based on a
real-frequency cutoff and a static approximation scheme;38,39

results known from the Matsubara fRG could be partially
reproduced by this method. It suffers however from the vio-
lation of causality related to the choice of the real-frequency
cutoff. References 58 and 59 present perturbative studies that
apply to moderate interactions and the special situation of
particle-hole symmetry and vanishing magnetic field. The
RTRG method was used in Ref. 22 to describe the mixed
valence and empty-orbital regime of the SIAM at finite bias.
The results seem to be reliable but it was not possible to
study the Kondo regime since essential processes describing
spin fluctuations were neglected. In Ref. 14 a time-
independent description of nonequilibrium based on a den-
sity operator for the steady state is used to make the problem
accessible to QMC. The main challenge of this method is the
numerical analytic continuation of two imaginary quantities
to the real axis. A recent improvement of nonequilibrium
QMC applied to the SIAM at zero magnetic field and zero
gate voltage20 has given reliable results for U�3–5�
=6–10� �in our notation �=� /2 denotes the level broaden-
ing, i.e., � is the full width at half maximum of the nonin-
teracting spectral density� for the dot occupation and the

nonlinear current. The ISPI approach15 provides an access to
the current through the system for moderate U and not too
low temperatures. A very promising tool is the recently in-
troduced scattering states NRG.12 Unfortunately the results
for the conductance obtained by this method still bear a con-
siderable numerical uncertainty. Spataru et al.60generalized
the GW approximation to nonequilibrium and concentrate on
the Coulomb-blockade regime of the model. The TD-DMRG
technique13 tries to access the steady-state transport features
of the model from the transient regime. Data of the ISPI and
the TD-DMRG methods for the current at moderate interac-
tions have been found to agree very well with our fRG
results.61

In contrast to many other methods, we propose in this
paper a very flexible approach which provides reliable results
for moderate interactions U�3�=6�. In equilibrium, we
will show that the linear conductance agrees very well with
NRG data at finite gate voltage, magnetic field, and tempera-
ture. In nonequilibrium at finite bias V, the nonlinear current
I�V� is found to agree very well with TD-DMRG data.13 This
provides the main evidence that our results can be trusted
also for the nonlinear conductance G�V� at finite magnetic
field B and finite temperature T. In particular, at T=B=0, we
find that our results for G�V� do not show anomalous peaks
as obtained within fourth-order perturbation theory.59 Fur-
thermore, we show that even the exponentially small scale of
the Kondo temperature can be identified in the second-order
derivative of the self-energy and the various Fermi-liquid
relations are reproduced. However, the effective mass still
does not contain an exponentially small scale leading to a too
large broadening of the spectral density for interaction
strengths U�3�, in line with the equilibrium Matsubara
fRG.57

The paper is organized as follows. Section II introduces
the model and its treatment within Keldysh formalism. In
Sec. III we recapitulate the core elements of the fRG for
irreducible vertex functions. A motivation and discussion of
the choice of hybridization as flow parameter follow in Sec.
IV. In Sec. V we describe the more basic frequency-
independent approximation of the flow equations and show
that in the case of equilibrium and zero temperature we re-
produce exactly the flow equations known from the Matsub-
ara fRG. Section VI is then devoted to the fRG in frequency-
dependent approximation. There are three channels
contributing to the flow of the two-particle vertex, and all
three need to be taken into account. We describe an approxi-
mation scheme that simplifies the functional form in which
the two-particle vertex depends on frequencies. In Sec. VII
we demonstrate that the fRG approach in the chosen trunca-
tion and approximation scheme preserves the Fermi-liquid
relations for the �imaginary part of the� self-energy; further-
more we determine the fRG estimate for the Fermi-liquid
coefficients. Section VIII finally presents numerical results
obtained from the fRG and compares them to other methods.
A conclusion is given in Sec. IX. The appendices present
some mainly technical considerations. In Appendix A we
identify a set of independent components which completely
determine the two-particle vertex function. The precise form
of the flow equations in terms of these components is given
in Appendices B and C. In Appendix D we recover within
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the fRG approach the nonequilibrium Fermi-liquid relation
known from Ref. 62.

II. SIAM AND KELDYSH FORMALISM

The single-impurity Anderson model43 under consider-
ation consists of a single electronic level with on-site repul-
sion, which is coupled to two noninteracting reservoirs ad-
dressed as left �L� and right �R�. We denote the single-
particle states of the impurity by �= ↑ , ↓ =+ 1

2 ,− 1
2 according

to the state of the electron spin. The matrix element of the
on-site two-particle interaction is

��1��2��v��1�2� = �U if �1� = �1 = �̄2� = �̄2,

0 else
� �1�

with U�0, where we used the notation �̄=−�. In standard
notation of second quantization the Hamiltonian is given by

H = Hdot + Hres + Hcoup, �2a�

Hdot = �
�
	eVg − �B −

U

2

d�

†d� + Ud↑
†d↑d↓

†d↓, �2b�

Hres = �
r=L,R

Hres
�r� = �

r
�
�
� dkr�kr

ckr�
† ckr�

, �2c�

Hcoup = �
r

Hcoup
�r� = �

r
�
�
� dkr�Vkr

d�
†ckr�

+ H.c.� , �2d�

where the annihilators d� , ckr�
and creators d�

† , ckr�
† obey

the usual fermionic anticommutation rules. The single-
particle energies of the dot

�� = eVg − �B − U/2 �3�

depend on the gate voltage Vg and the magnetic field B and
are shifted by �−U /2� such that particle-hole symmetry is
given when eVg equals the chemical potential.

We are interested in the stationary state which emerges a
long time after the system has been prepared in a product
density matrix

	�t0� = 	0 = 	L � 	dot � 	R, t0 → − 
 . �4�

Here, 	L and 	R describe each an individual grand-canonical
equilibrium characterized by the Fermi function

fr��� =
1

e��−�r�/T + 1
, r = L,R. �5�

�We use units with =1 and kB=1 throughout this paper.�
The temperature T is assumed to be equal in both reservoirs,
whereas a possible difference between the two chemical po-
tentials accounts for a finite bias voltage,

eV = �L − �R. �6�

We measure single-particle energies relative to the mean
chemical potential by setting

�L + �R = 0. �7�

We describe the system in the framework of Keldysh
formalism,63–66 where the single-particle propagator between
two states q� and q has four components

Gq�q�
−�− �t�t�� = Gq�q�

c �t�t�� = − i Tr 	0Taq�t�aq�
† �t�� , �8a�

Gq�q�
−�+ �t�t�� = Gq�q�

� �t�t�� = i Tr 	0aq�
† �t��aq�t� , �8b�

Gq�q�
+�− �t�t�� = Gq�q�

� �t�t�� = − i Tr 	0aq�t�aq�
† �t�� , �8c�

Gq�q�
+�+ �t�t�� = Gq�q�

c̃ �t�t�� = − i Tr 	0T̃aq�t�aq�
† �t�� , �8d�

called chronologic, lesser, greater, and antichronologic, re-

spectively. Here T �T̃ � denotes the time �antitime� ordering
operator and aq�t�=d��t� or ckr�

�t� is in the Heisenberg pic-
ture at time t. In the time translational invariant stationary
state G�t � t��=G�t− t� �0� depends only on the difference of
the two time arguments and we use the Fourier transform

Gq�q�
j�j� ��� =� dtei�tGq�q�

j�j� �t�0�, j, j� = � . �9�

Instead of the contour basis with indices j=� we use the
Keldysh basis67 with indices �=1,2. The transformation to
this basis is given by

G���� = �
j,j�=�

�D−1���jGj�j�Dj����, �10�

where

D−�1 = D��2 = �D−1�1�− = �D−1�2�� =
1
�2

, �11a�

D+�1 = �D−1�1�+ = −
1
�2

. �11b�

The resulting components of the single-particle Green’s
function

G1�1 = 0, G1�2 = GAv, G2�1 = GRet, G2�2 = GK �12�

are called advanced, retarded, and Keldysh, respectively. The
self-energy is transformed correspondingly,

����� = �
j�,j=�

�D−1����j�� j��jDj��, �13�

leading to

�1�1 = �K, �1�2 = �Ret, �2�1 = �Av, �2�2 = 0. �14�

The influence of the reservoirs on the dot Green’s func-
tion can be described by reservoir self-energy contributions68

�res�
�r�����

��� =� dkrVkr
gkr

��¯ ��̄���Vkr

� �15�

with 1̄=2, 2̄=1, and gkr
being the free propagator in the

reservoir state kr which is assumed to be spin independent.
Explicitly, the individual Keldysh components are
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�res�
�r�Ret

��� =
1

2�
� d��

�r����
� − �� + i�

, �16a�

�res�
�r�Av

��� = �res�
�r�Ret

����, �16b�

�res�
�r�K

��� = − i1 − 2fr�����r��� , �16c�

where we made use of the hybridization function

�r��� = 2�� dkr�Vkr
�2��� − �kr

� . �17�

As we are neither interested in the influence of the band
structure of the reservoirs nor in the momentum dependence
of the hopping elements, we linearize the reservoir disper-
sion, �kr

=wrkr �with wr=d�kr
/dkr� being the inverse density

of states at the Fermi level, kr=kr
F� and set the hopping to

momentum-independent constants, Vkr=kr
F �Vr. As a result,

the hybridization functions are frequency-independent con-
stants,

�r��� = �r = 2�
�Vr�2

wr
. �18�

The results presented later apply to the special case of sym-
metric coupling, �L=�R, which is technically easier for the
implementation of our approximations.

Defining the total hybridization � via

� = �L + �R, �19�

we find the reservoir-dressed noninteracting dot propagator

g�
Ret��� =

1

� − �� + i�/2
, �20a�

g�
Av��� = g�

Ret����, �20b�

g�
K��� = 1 − 2feff����g�

Ret��� − g�
Av���� , �20c�

with the effective distribution function

feff��� = �
r

�r

�
fr��� . �21�

A sketch of the model can be found in Fig. 1.
The current from the left reservoir through the dot to the

right reservoir is given by58,69

I = e
�L�R

�
� d�fL��� − fR�����

�

	���� , �22�

where the spectral density can be obtained from the interact-
ing single-particle dot Green’s function as

	���� = −
1

�
Im G�

Ret��� . �23�

In the case �L=�R, which we focus on later, the current is an
odd function of the bias voltage: according to Eqs. �5�–�7�,
inverting the sign of V means interchanging fL and fR. As a

consequence, the effective distribution function �21�, the res-
ervoir dressed propagator, Eq. �20�, the interacting Green’s
function, and the spectral function �23� remain unchanged,
while the sign of the current, Eq. �22�, changes.

We note that the Hamiltonian is of such a type that the dot
Green’s function in the spin basis exhibits the special behav-
ior under time reversal described in Sec. 5.5 of Ref. 42.
Therefore the Kubo-Martin-Schwinger �KMS� conditions
which connect the components of the Green and vertex func-
tions in thermal equilibrium and which we apply later on
take the form of a generalized fluctuation dissipation theo-
rem as stated in Sec. 5.6 of that reference.

III. VERTEX FUNCTIONS AND FUNCTIONAL
RENORMALIZATION GROUP

A treatment of the problem within the fRG is set up by
making the bare propagator g depend on a flow parameter �.
Most commonly � is chosen to suppress low-energy degrees
of freedom. Being functionals of the bare propagator, the
interacting Green and vertex functions acquire a dependence
on � as well, which is described by an infinite hierarchy of
coupled flow equations.70 The flow parameter is introduced
in such a way that two values of � are of particular impor-
tance: at �=�start the Green or vertex functions can be deter-
mined exactly or in reasonable approximation; at �=�stop the
free propagator takes its original value, g��stop�=g, and so do
the interacting Green or vertex functions. Therefore the in-
teracting Green or vertex functions can be found by �ap-
proximately� computing their flow from �start to �stop. In this
paper we focus on the flow of the one-particle irreducible
vertex functions36,71 which has proven to provide a success-
ful approach to the physics of diverse low-dimensional cor-
related electron problems.72,73

The one-particle irreducible vertex functions can be de-
rived from generating functionals; details on this approach
can be found for Matsubara formalism, e.g., in Ref. 74, and
for Keldysh formalism in Ref. 38. Equivalently, the one-
particle irreducible n-particle vertex function

�
q1�. . .qn��q1. . .qn

�1�. . .�n���1. . .�n��1�, . . . ,�n���1, . . . ,�n� �24�

can be defined diagrammatically as the sum of all one-
particle irreducible diagrams with n amputated incoming
lines �having states q1 , . . .qn, Keldysh indices �1 , . . . ,�n, and

ε

0
T,µL

µR,T

Γ

Γ

eV

UB

ε↓

ε↑

FIG. 1. Sketch of the model with single-particle energy in ver-
tical direction.
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frequencies �1 , . . . ,�n� and n amputated outgoing lines �hav-
ing states q1� , . . . ,qn�, Keldysh indices �1� , . . . ,�n�, and fre-
quencies �1� , . . . ,�n��. Due to frequency conservation only
�2n−1� of the 2n frequencies are independent. By the ex-
pression �24� we refer to a function depending only on �2n
−1� frequency arguments, the last one being redundant.

The vertex functions are antisymmetric under exchange of
particles. In fact, the underlying diagrammatics is meant to
be of the Hugenholtz type,74 thus based on antisymmetrized
interaction vertices

v̄q1�q2��q1q2

�1��2���1�2 = �q1�q2��v��q1q2� − �q2q1��

� �1

2
if �1 + �2 + �1� + �2� is odd,

0 else,
� �25�

where q , q2 �q1� , q2�� are incoming �outgoing� single-
particle states and �1 , �2 ��1� , �2�� incoming �outgoing�
Keldysh indices.

In order to evaluate a specific diagram contributing to a
vertex function, one determines the symmetry factor S, the
number neq of equivalent lines, the number nloop of internal
loops and the permutation P that describes which incoming
index is connected to which outgoing one. The value of the
diagram is then given by

�− 1�nloop�− 1�P

2neqS
	2�

i

n−1�� i

2�
v̄� � g , �26�

where one has to sum over all internal state and Keldysh
indices and to integrate over all independent internal fre-
quencies. Details can be found in Ref. 42. Equation �26�
defines the prefactor of the vertex functions in such a way,
that they can be used themselves as vertices in diagrams with
the identical prefactor rules applicable to bare n-particle in-
teraction vertices. The self-energy is equal to the one-particle
vertex, ���n=1.

A derivation of the flow equations for the vertex functions
within the generating functional approach in Keldysh formal-
ism is given in Ref. 38. Reference 25 describes an equivalent
derivation of the flow equations based on diagrams and pro-
vides diagrammatic rules for their formulation. The resulting
flow equations form an infinite coupled hierarchy where the
flow of the n-particle vertex functions, d�n

� /d�, is a func-
tional of �� ,�2

� , . . . ,�n+1
� . For example, the flow equations

for the one- and two-particle vertex function read

d

d�
�1��1
� = −

i

2�
�1�2��12
� S2�2�

� �27�

and

d

d�
�1�2��12
� = −

i

2�
�1�2�3��123
� S3�3�

� �28a�

+
i

2�
�1�2��34
� S3�3�

� G4�4�
� �3�4��12

� �28b�

+
i

2�
�1�4��32
� S3�3�

� G4�4�
� + G3�3�

� S4�4�
� ��3�2��14

�

�28c�

−
i

2�
�1�3��14
� S3�3�

� G4�4�
� + G3�3�

� S4�4�
� ��4�2��32

� .

�28d�

Here we use shorthand notation like

�1�2��12
� � ��2

��
q1�q2��q1q2

�1��2���1�2��1��2���1�2� �29�

and indices occurring twice in a product implicate summa-
tion over state and Keldysh indices and integration over in-
dependent frequencies. Furthermore,

S� = G�g�
−1s�g�

−1G� �30�

with

s� =
dg�
d�

�31�

denotes the so-called single scale propagator. We call the
contributions, Eqs. �28b�–�28d�, to the flow of �1�2��12

�

particle-particle �PP�, exchange particle-hole PH�e��, and di-
rect particle-hole PH�d�� channel, respectively.

For practical computations the exact infinite set of flow
equations is reduced to a closed finite set of approximated
flow equations. Typical approximations are to neglect the
flow of higher-order vertex functions by setting d�n

� /d��0
for n�n0 and to ascribe an effective parametrization to the
remaining ones. In the present investigation of the SIAM we
neglect the flow of �3

�. Two different parametrizations of �2
�

will be discussed, a static �i.e., frequency-independent� and a
dynamic �frequency-dependent� one.

IV. FLOW PARAMETER

In Ref. 42 it has been shown how the choice of the flow
parameter determines whether certain exact properties of the
vertex functions are conserved by an approximated fRG
flow. For the study of the SIAM the conservation not only of
causality but also of the KMS conditions characterizing ther-
mal equilibrium is important. The correct description of ther-
mal equilibrium is necessary in order to capture fundamental
aspects of the low-energy properties of the model. Consider,
for example, the expansion of the self-energy at eVg=�=0,
B=0 in leading order in frequency, temperature, and voltage,

��
Ret��,T,V� �

U

2
+ 	1 −

�̃s + �̃c

2

�

− i
��̃s − �̃c�2

4�
��2 + ��T�2 +

3

4
�eV�2� ,

�32�

where �̃c and �̃s denote the reduced charge and spin
susceptibility.47,62 The Fermi-liquid behavior �32� determines
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the proper shape of the spectral function, in particular, its
height and width. The derivation of Eq. �32� is based on
thermal equilibrium particle statistics and hence requires the
validity of the KMS conditions for a treatment within
Keldysh formalism.

Hybridization can be used as a flow parameter which con-
serves causality and the KMS conditions.42 For that purpose
the constants �L,R and � from Eqs. �18� and �19� are en-
hanced artificially by setting

�� = � + � , �33a�

��
�r� = �r +

�r

�
�, r = L,R, �33b�

where � flows from 
 to 0. Via the hybridization, the com-
ponents of the noninteracting reservoir dressed propagator
acquire the � dependence

�g���
Ret��� =

1

� − �� + i�� + ��/2
, �34a�

�g���
Av��� = �g���

Ret����, �34b�

�g���
K��� = 1 − 2feff�����g���

Ret��� − �g���
Av���� ,

�34c�

where feff
� ���� feff��� does not depend on � since ��

�r� /��
=�r /�, compare Eq. �21�. The components of the free single
scale propagator s�=dg� /d� are given by

s�
Ret��� = −

i

2
g�

Ret����2, �35a�

s�
Av��� = s�

Ret���†, �35b�

s�
K��� = 1 − 2feff����s�

Ret��� − s�
Av���� , �35c�

and those of the full single scale propagator S�
=G�g�

−1s�g�
−1G� by

S�
Ret��� = −

i

2
G�

Ret����2, �36a�

S�
Av��� = S�

Ret���†, �36b�

S�
K��� = −

i

2
G�

Ret���G�
K��� +

i

2
G�

K���G�
Av���

− i1 − 2feff����G�
Ret���G�

Av��� . �36c�

A special situation occurs when

G�
K��� = 1 − 2feff����G�

Ret��� − G�
Av���� . �37�

Then Eq. �36c� can be simplified to

S�
K��� = 1 − 2feff����S�

Ret��� − S�
Av���� . �38�

The condition �37� is fulfilled, for instance, due to the fluc-
tuation dissipation theorem, in thermal equilibrium, when
�L=�R and fL���= fR���= f���= feff���. In nonequilibrium

inelastic interaction processes mediated by the two-particle
interaction will in general break the relation �37�: via contri-
butions to �K and to the anti-Hermitian part of �Ret they tend
to smoothen the effective distribution. Later we will feed
back only the static part of the self-energy into the RG flow
so that Eq. �37� is fulfilled automatically, see Sec. VI D.

The starting values of the vertex functions at �=
 can be

determined as follows. For �→
 the propagator g�
���� van-

ishes as 1 /� whereas �d�g�
������� approaches a finite con-

stant. Hence all diagrams having more internal lines than
integrations over independent frequencies vanish. For a dia-
gram with m two-particle vertices which contributes to the
n-particle vertex function �n the number of internal lines is
2m−n while the number of integrations over independent
frequencies is m−n+1. Therefore only the first-order contri-
butions to the vertex functions do not vanish for �→
. This
can also be understood in terms of time-dependent diagram-
matics: due to the diverging decay rate �→
 only diagrams
which are completely local in time do not vanish. These are
exactly the first-order diagrams, namely, the Hartree-Fock
diagram for the self-energy � and the bare interaction vertex
for �2,

�n�� = 
� = 0, n� 3, �39a�

�2�� = 
� = v̄ , �39b�

��
Ret,Av�� = 
� = lim

�→

�−

i

2��
��

v̄�������� d�g���
� ���� =

U

2
,

�39c�

�K�� = 
� = 0. �39d�

In Eq. �39b�, v̄ is given by

v̄
�1��2��1�2

�1��2���1�2 = �1

2
v̄�1��2���1�2

if �1� + �2� + �1 + �2 is odd,

0 else,
�
�40�

with

v̄�1��2���1�2
= �U if �1� = �1 = �̄2� = �̄2,

− U if �1� = �̄1 = �̄2� = �2,

0 else,
� �41�

compare Eqs. �1� and �25�. The integral in Eq. �39c� has been
evaluated by

−
i

2�
� d�g���

� ��� =
1

�
� dx

feff���� + x��/2�

x2 + 1

→
�→
 1

�
�

−


0

dx
1

x2 + 1
=

1

2
, �42�

where x=2��−���� /��. The physical interpretation of Eq.
�42� is that the mean occupation of an infinitely broadened
level is 1/2.
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Hybridization as flow parameter has the advantage to con-
serve causality and the KMS conditions �the latter being vio-
lated, for example, by the imaginary frequency cutoff intro-
duced in Ref. 25� and to be applicable to zero-dimensional
systems �as opposed to the momentum cutoff�. Since it
changes the free propagator in a smooth way, S� is not re-
stricted sharply to a single scale by a delta function, as it
happens for step-function cutoffs, e.g., the momentum cutoff.
Such a delta function simplifies the flow equations since it
cancels one of the necessary integrations. The hybridization
flow thus has the disadvantage of an extra integration in the
flow equations compared to step function cutoffs.

V. FRG IN STATIC APPROXIMATION

Before discussing the more elaborate frequency-
dependent truncation scheme, we describe a basic static ap-
proximation to the flow: the flow of the n-particle vertex
functions for n�3 is neglected and the flow of the two-
particle vertex function is reduced to the flow of a frequency-
independent effective interaction strength. As a consequence
the self-energy remains frequency independent which means
that the influence of the interaction on single-particle prop-
erties of the system is described by a mere shift of the single-
particle levels. This approximation has been studied at T=0
within a fRG treatment based on Matsubara formalism using
an imaginary frequency cutoff.54,55 There it was shown to
produce a Kondo scale exponentially small in U /� which
occurs in the pinning of the renormalized level position to
the chemical potential. Results for the dependence of the
linear conductance on the gate voltage for different magnetic
fields have been found to be in very good agreement with
Bethe ansatz and numerical renormalization-group computa-
tions. It turns out that in thermal equilibrium at T=0 the
hybridization flow produces the identical flow equations.
Hence this Keldysh approach incorporates all features found
in Ref. 55 for the Matsubara fRG.

Apart from its success in describing the linear conduc-
tance the applicability of the approximation in question is
restricted. Given a frequency-independent self-energy, the
spectral density 	���� is a Lorentzian that is centered at the
renormalized level position �̃� and has fixed width and
height,

	���� =
1

�

�/2
�� − �̃��2 + �2/4

. �43�

Therefore the approximation cannot describe any features
connected to details of the spectral function such as the for-
mation of a Kondo resonance with side bands and its depen-
dence on temperature or voltage. That is why we do not
elaborate in detail on this approximation but merely show
that at zero temperature and in equilibrium the resulting flow
equation are identical to those of Ref. 55.

Reducing the two-particle vertex function to a frequency-
independent effective interaction means setting

��2
��
�1��2���1�2

�1��2���1�2��1��2���1�2� = �v̄���1��2���1�2

�1��2���1�2, �44�

where v̄� is obtained from v̄ by replacing the bare interaction
U by a renormalized one U� in Eq. �41�. Here the effective

interaction U� is a real number whose flow starts at

U�=
 = U . �45�

As a consequence of that approximation to the vertex func-
tion, the flowing self-energy remains frequency independent
and real, so that we can speak of a flowing effective level
position ��

�=��+���
Ret. The initial condition for the level po-

sition is according to Eqs. �3� and �39c�,

��
�=
 = �� + ��

Ret�� = 
� = eVg − �B . �46�

The starting values, Eqs. �45� and �46�, are identical to those
of Ref. 55. Note that in the framework used there the initial
condition for the level position is the result of a first stage of
flow from �=
 to �=�0→
, see, e.g., Ref. 54.

From Eq. �27� we derive the flow equation for the level
position

d��
�

d�
= −

i

2�

U�

2
� d�S��̄

K ���

= −
U�

8�
� d� sign����G��̄

Ret����2 + G��̄
Av����2� ,

�47�

where we used Eq. �38� with

1 − 2feff��� = 1 − 2f��� = sign��� for T = 0, � = 0.

�48�

Inserting

G�
Ret��� =

1

� − �� + i�� + ��/2
= G�

Av���† �49�

we can evaluate the integral in Eq. �47� and obtain

d��
�

d�
=

U�

2�

��̄
�

��̄
�2 + �� + ��2/4

. �50�

The flow Eq. �28� for �2 generates a frequency-dependent
vertex function which has a richer structure in terms of
Keldysh and spin indices than indicated in Eq. �44�. It can be
shown that after neglecting the contribution from the three-
particle vertex function �28a� this structure can be reduced to
the simple form given in Eq. �44� by setting all outer fre-
quency arguments equal to the chemical potential �. We note
that this projection onto the Fermi surface is the core idea of
the static approximation. The resulting flow equation ac-
quires the form

dU�

d�
=

U�
2

2
�I�

pp�↑↓
22�12�0� + �I�

pp�↑↓
22�21�0�

+ �I�
ph�↑↓

21�22�0� + �I�
ph�↑↓

22�12�0�� , �51�

where we abbreviated frequency integrals appearing in the
particle-particle and particle-hole channel by
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�I�
pp��1�2

�1�2��1��2���� =
i

2�
� d���G��1

�1��1�	�
2

+ ��
S��2

�2��2�	�
2

− ��
 + S��1

�1��1�	�
2

+ ��
G��2

�2��2�	�
2

− ��
� , �52a�

�I�
ph��1�2

�1�2��1��2���� =
i

2�
� d���G��1

�1��1�	�� −
�

2

S��2

�2��2�	�� +
�

2

 + S��1

�1��1�	�� −
�

2

G��2

�2��2�	�� +
�

2

� . �52b�

Making use of Eqs. �36a�, �36b�, �37�, �38�, �48�, and �49� we
evaluate the integrals and obtain

dU�

d�
=

U�
2

�

�↑
�

�↑
�2 + �� + ��2/4

�↓
�

�↓
�2

+ �� + ��2/4
. �53�

The substitution �→2� maps the flow Eqs. �50� and �53�
onto those of Ref. 55. We note in passing, that the static
approximation scheme can be carried out as well with the
imaginary frequency cutoff from Ref. 25 instead of the hy-
bridization flow parameter; the special advantage of the hy-
bridization flow to conserve the KMS relations becomes rel-
evant only in the dynamic approximation scheme introduced
in Sec. VI. The flow equations of the static scheme based on
the imaginary frequency cutoff are again identical to Eqs.
�50� and �53� and to the flow equations of Ref. 55. The
real-frequency cutoff used in Ref. 38, on the other hand,
produces different flow equations which nevertheless lead
again to the same final solution.38

It is easy to generalize the static approximation scheme to
nonequilibrium. Since the Keldysh component of the self-
energy is not renormalized we merely need to replace Eq.
�48� by

1 − 2feff��� = �
r

��r�

�
sign�� − �r� , �54�

which leads to a superposition of the flow equations found
for thermal equilibrium in the form

d��
�

d�
=

U�

2��
r

�r

�

��̄
� − �r

���̄
� − �r�2 + �� + ��2/4

, �55a�

dU�

d�
=

U�
2

�
�

r

�r

�

��↑
� − �r�

��↑
� − �r�2 + �� + ��2/4

�
��↓
� − �r�

��↓
� − �r�2 + �� + ��2/4

. �55b�

This approach, however, does not provide a reliable descrip-
tion of the influence of bias voltage, since it restricts the
spectral function by construction to a single Lorentzian peak;
a splitting or damping of the peak is principally impossible.

VI. FRG IN DYNAMIC APPROXIMATION

In order to overcome the restrictions of the approximation
described in Sec. V, a frequency-dependent self-energy is
required. The flow Eq. �27� produces a frequency-dependent

self-energy only if the two-particle vertex function is fre-
quency dependent. Therefore our aim is to extend the scheme
described in Sec. V in a way that a frequency-dependent
two-particle vertex function is generated. We seek for an
extension which is as basic as possible; in particular, we
neglect the influence of the three-particle vertex function fur-
ther on, such that the flow of the two-particle vertex function
is induced by the three contributions, Eqs. �28b�–�28d�.

A. Ladder approximations

Recent investigations of the SIAM by diagrammatic tech-
niques have revealed the importance of the exchange
particle-hole ladder random phase approximation �RPA� se-
ries� for the emergence of Kondo physics.75,76 Let us there-
fore in a first step neglect all contributions to the flow of the
two-particle vertex function except for the exchange particle-
hole channel, Eq. �28c�. If we suppress additionally the feed-
back of the self-energy into the propagators except for the
initial Hartree term, Eq. �39c�, then the flow equation for the
two-particle vertex functions reads

d

d�
���

x�1�2��12 =
i

2�
���

x�1�4��32s3�3�
� g4�4�

� + g3�3�
� s4�4�

� �

� ���
x�3�2��14

=
i

2�
���

x�1�4��32

dg3�3�
� g4�4�

�

d�
���

x�3�2��14, �56�

where g� is obtained from Eq. �34� by replacing �� with
��+U /2. We denoted the vertex function in this approxima-
tion with a superscript “x” which refers to “exchange.” The
solution of the flow Eq. �56� with the initial condition ��=


x

= v̄ is given by the exchange particle-hole ladder �RPA se-
ries�

���
x�1�2��12 = v̄1�2��12 +

i

2�
v̄1�4��32g3�3�

� g4�4�
� v̄3�2��14 + ¯

= v̄1�2��12 +
i

2�
v̄1�4��32g3�3�

� g4�4�
� ���

x�3�2��14. �57�

Due to frequency conservation at each interaction vertex, the
frequency dependence of the ladder is reduced to a single
bosonic combination of the external frequencies,

��
x��1�,�2���1,�2� = ���

x��X� , �58�

with
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X = �2� − �1 = �2 − �1�. �59�

We evaluate the RPA series and obtain

���
x���̄���̄

12�22 �X� =
U

2
+

U2

4

�B�
x���̄�X�

1 −
U

2
�B�

x���̄�X�
, �60�

where

�B�
x���̄�X� =

i

2�
� d��g��

Ret	� −
X

2

g��̄

K 	� +
X

2



+ g��
K 	� −

X

2

g��̄

Av	� +
X

2

� �61�

denotes the particle-hole polarization operator. In the special
case T=0, B=0, V=0, eVg=�=0 we find

�B�
x���̄�X� = −

2

�

��

X�X − i���
ln	1 + i

X

��/2

 . �62�

Expanding 1 / �B�
x���̄�X� in powers of X /�� results in

���
x���̄���̄

12�22 �X� �
U

2
−

i

2�

U2

X − i���/2 − U/��
, X� ��,

�63�

which features a singularity when � reaches the value

� = �c = 2U/� − � . �64�

Additionally, for ���c the function ���
x���̄���̄

12�22 �X� exhibits the
wrong analytic behavior, being analytic in the upper half
plane of X instead of the lower one as required by causality.42

Therefore the flow �→0 can only be finished if

U� Uc = ��/2. �65�

This limitation is not even overcome when the full self-
energy is fed back into the flow, replacing s and g in Eq. �56�
by S and G.

Hence we also have to take into account the other two
channels, Eqs. �28b� and �28d�. A parquet summation based
procedure mixing the exchange particle-hole and the
particle-particle channel has been set up in Ref. 75, in which
the authors study the SIAM within Matsubara formalism.
Essentially the particle-particle channel serves them to renor-
malize the interaction U which enters the exchange channel
to an effective value Ueff which is always lesser than Uc. The
difference Uc−Ueff is then used as a measure for the Kondo
scale.

We aim to implement a similar proceeding within the
framework of the functional RG. We consider it appropriate
to include also contributions from the direct particle-hole
channel because this channel bears the same singularity as
the exchange channel. In order to see this let us define the
particle-particle and the direct particle-hole ladder on the
analogy of Eq. �56� by the flow equations

d

d�
���

p�1�2��12 =
i

4�
���

p�1�2��34

dg3�3�
� g4�4�

�

d�
���

p�3�4��12,

�66a�

d

d�
���

d�1�2��12 = −
i

2�
���

d�1�3��14

dg3�3�
� g4�4�

�

d�
���

d�4�2��32.

�66b�

In correspondence with Eq. �57� the solutions of these flow
equations satisfy

���
p�1�2��12 = v̄1�2��12 +

i

4�
v̄1�2��34g3�3�g4�4����

p�3�4��12,

�67a�

���
d�1�2��12 = v̄1�2��12 −

i

2�
v̄1�3��14g3�3�g4�4����

d�4�2��32.

�67b�

Their frequency dependence takes the form

���
p���1�,�2���1,�2� = ���

p���� , �68a�

���
d���1�,�2���1,�2� = ���

d���� , �68b�

with

� = �1 + �2 = �1� + �2�, �69a�

� = �1� − �1 = �2 − �2�. �69b�

Evaluating Eq. �67a� one finds

���
p���̄���̄

12�22 ��� =
U

2
+

U2

4

�B�
p���̄���

1 −
U

2
�B�

p���̄���
, �70�

where at T=0, B=0, V=0, eVg=�=0 the particle-particle
polarization operator B�

p takes the form

�B�
p���̄��� =

2

�

��

��� + i���
ln	1 − i

�

��/2

 , �71�

such that ��
p is a regular function on the real � axis for all

values of U. In contrast, ���
d�12�22 satisfies

��d���̄���̄
12�22 ��� =

1

2
��p���̄���̄

12�22 ��� + ��x���̄���̄
12�22 ����� , �72�

��d������
12�22 ��� =

1

2
��p���̄���̄

12�22 ��� − ��x���̄���̄
12�22 ����� , �73�

and thus possesses the same singularity as the exchange
particle-hole channel.

B. Approximated mixing of the channels

In an approximation taking into account all three chan-
nels, Eqs. �28b�–�28d�, the two-particle vertex function will
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depend on all three frequencies, ��� ,X ,��. Due to fre-
quency conservation these three ones are indeed sufficient to
express the general frequency dependence. In the following
the three bosonic frequency arguments of the vertex function
will always be indicated in the order �� ,X ,��. When all

three contributions, Eqs. �28b�–�28d�, to the flow are taken
into account simultaneously, then the dependence on � ,X ,�
is mixed through the feedback of the vertex function on the
right-hand side of the flow equation that reads

d

d�
�1�2��12
� ��,X,�� =

i

2�
� d���1�2��34

� 	�,� +
X − �

2
,� −

X − �

2

S3�3�

� 	�
2

− �
G4�4�
� 	�

2
+ �


��3�4��12
� 	�,

X + �

2
+ �,

X + �

2
− �
� �74a�

+ �1�4��32
� 	� + �

2
+ �,X,

� + �

2
− �
�S3�3�

� 	� −
X

2

G4�4�

� 	� +
X

2

 + G3�3�

� 	� −
X

2

S4�4�

� 	� +
X

2

�

��3�2��14
� 	� +

� − �

2
,X,� −

� − �

2

 �74b�

�− �1�3��14
� 	� +

� − X

2
,� −

� − X

2
,�
�S3�3�

� 	� −
�

2

G4�4�

� 	� +
�

2

 + G3�3�

� 	� −
�

2

S4�4�

� 	� +
�

2

�

��4�2��32
� 	� + X

2
+ �,

� + X

2
− �,�
� . �74c�

Here we use shorthand notation like

�1�2��12
� � ��2

��
�1��2���1�2

�1��2
� ��1�2 �75�

and indices occurring twice in a product implicate summa-
tion over state and Keldysh indices. The flow Eq. �74� leads
to a complicated dependence of the vertex function on the
three frequencies �� ,X ,��. As a consequence a numerical
solution of the flow equation requires a sampling of three-
dimensional frequency space which constitutes a high com-
putational effort. The structure of the flow equation suggests
to approximate the frequency dependence of the two-particle
vertex function by

����,X,�� � v̄ + ��
p��� + ��

x�X� + ��
d��� , �76�

where the bare interaction vertex v̄ is the initial value at the
beginning of the flow, v̄=��=
, and where ��

p���, ��
x�X�,

��
d��� are approximations to the parts of � produced by the

three channels, Eqs. �74a�–�74c�, respectively. An analogous
approximation has been investigated in studies of the SIAM
based on the equilibrium Matsubara fRG.57 The results
achieved with and without this approximation were of the
same quality. Reliable results were obtained for small and
intermediate U /�. The limiting effect for large U /� seems to
stem from omitting the three-particle vertex function. For
small U /� the system can be described by second-order per-
turbation theory which also produces a two-particle vertex
function of the form �76�. Our fRG treatment will fully com-
prise the diagrams of second-order perturbation theory for

the self-energy and for the vertex function. Therefore, for
U→0 the fRG results asymptotically approach those of
second-order perturbation theory.

In order to achieve the form �76� where the frequency
dependence is split up into three functions we have to elimi-
nate X and � from Eq. �74a�, � and � from Eq. �74b�, and �
and X from Eq. �74c�. It is obvious that any manipulation of
this type can only yield convincing results if the frequency
dependence of the vertex functions is not very pronounced.
This limits the range of applicability of the approximation to
small and intermediate interaction strengths. Kondo physics
emerging for large U /� cannot be described in general: we
expect ��� ,X ,�� to exhibit a sharp resonance as function of
X in this regime �cf. Ref. 75 and Sec. VI A�; furthermore
omitting the three-particle vertex is not justified for large
U /�.

Different approaches in order to get rid of the frequency
mixing on the right-hand side of Eq. �74� are conceivable.
The variety of reasonable replacements is however restricted
by the necessity that the components of the vertex function
maintain their fundamental features concerning exchange of
particles, causality, and the KMS conditions as described in
Ref. 42. We have tested different possibilities. Here we
present only that one which provided the most convincing
results. It is based on a procedure to assign a static vertex to
the functions ��

p,x,d,

��
p��� →��

p , �77a�
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��
x�X� →��

x , �77b�

��
d��� →��

d . �77c�

The ��
p,x,d are frequency independent and represent effective

static interactions between particles of either opposite or
identical spin state. Since permutations of the incoming in-
dices map the exchange particle-hole channel onto the direct
particle-hole channel and vice versa, the �x,d have to satisfy

���
x���̄���̄
�1��2���2�1 = − ���

d���̄��̄�
�1��2���1�2, �78a�

���
x���̄��̄�
�1��2���1�2 = − ���

d���̄���̄
�1��2���2�1, �78b�

���
x������
�1��2���1�2 = − ���

d������
�1��2���2�1. �78c�

This is achieved in the parametrization

���
p��1��2���1�2

= �U�
p if �1� = �1 = �̄2� = �̄2,

− U�
p if �1� = �̄1 = �̄2� = �2,

0 else,
� �79a�

���
x��1��2���1�2

= �
U�

x if �1� = �1 = �̄2� = �̄2,

− U�
d if �1� = �̄1 = �̄2� = �2,

− W��1

d
if �1� = �1 = �2� = �2,

0 else,
�

�79b�

���
d��1��2���1�2

= �
U�

d if �1� = �1 = �̄2� = �̄2,

− U�
x if �1� = �̄1 = �̄2� = �2,

W��1

d
if �1� = �1 = �2� = �2,

0 else,
� �79c�

and

���
p,x,d�

�1��2���1�2

�1��2���1�2 = �
1

2
���

p,x,d��1��2���1�2

if �1� + �2� + �1 + �2 is odd

0 else,
� �80�

with U�
p,x,d and W��

d being real numbers, compare Eqs. �40�
and �41�. The detailed procedure to determine appropriate
constants U�

p,x,d, W��
d has to be consistent with the flow equa-

tions and is discussed below in Sec. VI C. In Eq. �79a� we
exclude the possibility that an effective interaction between
two particles of identical spin state could result from the
particle-particle channel. The reason is that a static interac-
tion vertex between particles of identical spin state vanishes
when being antisymmetrized since the direct and exchange
terms cancel each other. This is consistent with the fact that
such a contribution is not generated by the flow Eq. �81a�
below since v̄+��

x +��
d allows only interactions of particles

in opposite spin states. Also the fact that U�
p,x,d are indepen-

dent of the spin �while W��
d is not� is consistent with the

structure of an effective interaction vertex, compare Eq. �41�,

and will be reproduced by the flow equations below.
When inserting now the form �76� on the right-hand side

of the flow equation �74�, the sum structure is reproduced by
the flow if we replace ��

x�X� and ��
d��� in the particle-

particle channel, Eq. �74a�, by the constant vertices ��
x, ��

d

and proceed analogously for the other channels: in the flow
of any channel the other two channels are reduced to con-
stant vertices. The flow equations for ��

p,x,d are then given by

d

d�
���

p�1�2��12��� =
1

2
v̄ + ��

p��� +��
x +��

d�1�2��34

� �I�
pp�34�3�4����v̄ + ��

p��� +��
x

+��
d�3�4��12, �81a�

d

d�
���

x�1�2��12�X� = v̄ +��
p + ��

x�X� +��
d�1�4��32

� �I�
ph�34�3�4��X�v̄ +��

p + ��
x�X�

+��
d�3�2��14, �81b�

d

d�
���

d�1�2��12��� = − v̄ +��
p +��

x + ��
d����1�3��14

� �I�
ph�34�3�4����v̄ +��

p +��
x

+ ��
d����4�2��32, �81c�

where we used a summation convention for index numbers
representing the state � and the Keldysh index �, and

�I�
pp,ph�34�3�4� = ��3�3�

��4�4�
�I�

pp,ph��3�4

�3�4��3��4� �82�

refers to Eq. �52�.
The different spin and Keldysh components of the func-

tions �p,x,d are not completely independent of each other:
there exist identities connecting them which stem from the
invariance under exchange of particles and complex
conjugation.42 Further identities follow from spin conserva-
tion and from the special structure of the flow Eq. �81�. In
Appendix A we determine a set of independent spin and
Keldysh components of the functions �p,x,d from which all
other components can be derived. It is then sufficient to com-
pute the RG flow of these independent components; the cor-
responding flow equations are presented in Appendices B
and C.

C. How to determine U�
p,x,d and W��

d

The approximation scheme described above requires a
procedure which assigns effective constant interaction verti-
ces ��

p,x,d to the functions ��
p���, ��

x�X�, ��
d���. Hence it is a

central question how to determine appropriate real numbers
U�

p,x,d, W��
d which characterize the vertices ��

p,x,d in Eq. �79�.
We propose a very simple scheme for the case of thermal
equilibrium. In order to generalize this approach to nonequi-
librium however we will need to formulate additional con-
straints.

Let us first assume thermal equilibrium. Then we can
show that
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��
P = ��

p�� = 0� , �83a�

��
x = ��

x�X = 0� , �83b�

��
d = ��

d�� = 0� �83c�

have exactly the structure given in Eqs. �79� and �80�. For
the proof we make use of the special spin and Keldysh struc-
ture of �p,x,d that is described in Appendix A.

We first discuss the particle-hole channel. From Eqs.
�A15a� and �A18a� we infer that �a�

d���̄�0� and �a�
d����0� are

real numbers. Using the KMS conditions �A19� combined
with Eq. �C8� we conclude further that �b�

d���̄�0�=0 and
�b�

d����0�=0. In thermal equilibrium we can use the fluctua-
tion dissipation theorem

G�
K��� = 1 − 2f����G�

Ret��� − G�
Av���� , �84a�

S�
K��� = 1 − 2f����S�

Ret��� − S�
Av���� , �84b�

to show that

�I�
ph���̄

21�22�0� + �I�
ph���̄

22�12�0� = − 2 Re� i

2�
� d�G�

Av���S�̄
Av���

+ S�
Av���G�̄

Av����1 − 2f�����
�85�

is a real number. From the flow Eq. �C6a� it follows that
�a�

x���̄�0� is real. The KMS condition �A13� then entails that
�b�

x���̄�0�=0. In total this means that we can set

��
d = ��

d�0� and ��
x = ��

x�0� , �86�

with

U�
x = 2�a�

x���̄�0� , �87a�

U�
d = 2�a�

d���̄�0� , �87b�

W��
d = 2�a�

d����0� . �87c�

When we insert Eq. �87c� into Eq. �C7a� this yields, in par-
ticular, d�a�

d���̄ /d�=0. Combining this with the initial con-
dition �a�=


d ���̄=0 we conclude from Eq. �87b� that

U�
d � 0. �88�

For the particle-particle channel we combine the fluctua-
tion dissipation theorem, Eq. �84�, with

1 − 2f��� = − 1 − 2f�− ��� �89�

�mind the convention �=0� to find that

�I�
pp���̄

22�12�0� + �I�
pp���̄

22�21�0� = 2 Re� i

2�
� d�G�

Ret���S�̄
Av�− ��

+ S�
Ret���G�̄

Av�− ���

�1 − 2f����� �90�

is a real number. Hence it follows from the flow Eq. �C3a�
that �a�

p���̄�0� is real. The KMS condition �A10� then de-
mands that �b�

p���̄�0�=0. Therefore we can set

��
p = ��

p�0� �91�

with

U�
p = 2�a�

p���̄�0� . �92�

�Note that �v̄+��
p +��

x +��
d�= v̄� is exactly the flowing effec-

tive interaction vertex used in the static approximation
scheme in Sec. V.�

In the case of nonequilibrium with �L+�R=0 we will
also use Eqs. �87� and �92�. While U�

d and W�
d are then again

guaranteed to be real valued by Eqs. �A15a� and �A18a�,
additional assumptions are necessary to ensure this for U�

x

and U�
p. If the propagator which we feed back into the flow

of the two-particle vertex satisfies Eq. �37�, then Eq. �85� is
still valid in nonequilibrium, with feff��� replacing f���; this
warrants that U�

x is real. Under the additional assumptions

�L = �R and TL = TR �93�

also Eq. �90� can be maintained; in that case also U�
p is real.

D. Self-energy feedback

The propagators S, G appearing in the flow equation for
the self-energy and for the vertex function are full propaga-
tors, which means that they are dressed with the current
value of the self-energy �����. In this way the self-energy
feeds back into its own flow and into the flow of the vertex
function. In the preceding section we described that our flow
scheme requires the validity of the fluctuation dissipation
theorem such as Eq. �37�, or, equivalently,

��
K��� = 1 − 2feff������

Ret��� − ��
Av���� . �94�

While this identity is guaranteed in equilibrium by the KMS
conditions, it constitutes an approximation in nonequilib-
rium; interaction effects that lead to a redistribution of par-
ticle statistics are neglected.

The results discussed in Sec. VIII below show that the
feedback of the full frequency-dependent self-energy into the
flow leads to an artificial smoothening of spectral features.
The Kondo resonance at �=0, for instance, acquires a much
broader shape than expected. Better results are achieved with
a different feedback scheme for the self-energy which re-
duces its backcoupling into the flow to a simple shift of the
single-particle levels. In analogy to the way of determining
an effective static interaction vertex from the vertex function
in Sec. VI C, we assign a real and static level shift E to the
self-energy by setting

E�
Ret � = E�

Av � = Re ��
Ret ��� = 0� , �95a�

E�
K� = 0. �95b�

Only this static renormalization enters the propagators on the
right-hand side of the flow equations for �� and ��. Due to
the missing Keldysh component of E�

� the condition �37� is
then readily fulfilled.
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It turns out that this static self-energy feedback produces
results distinctly better than in case of the full frequency-
dependent self-energy feedback. We also studied mixed
schemes, for instance, to feed the static self-energy into the
flow of �� while the full self-energy is used for the flow of
��, or vice versa. However, static feedback into both flow
equations performed better. Hence all results shown in Sec.
VIII are computed with this scheme. The fact that static feed-
back performs best highlights the difference between the
Keldysh fRG and its Matsubara counterpart, where the full
self-energy feedback is used.57 Note that in frequency-
dependent approximations the two methods are not equiva-
lent �in equilibrium�, even if the same feedback scheme is
used. We suspect that the feedback of the full self-energy
into the flow becomes favorable in a truncation scheme tak-
ing into account contributions from the flow of the three-
particle vertex. Such a scheme, allowing for a renormaliza-
tion of the static part of the two-particle vertex, might lead to
an enhanced effective interaction strength, higher values of
the effective mass, and a sharpening of spectral features—
following the tendency expected from the Ward
identities.47–49

VII. APPROXIMATE SOLUTION IN THE PARTICLE-
HOLE SYMMETRIC POINT

In this section we discuss the special case of vanishing
magnetic field, B=0, and particle-hole symmetry; the latter is
given for eVg= ��L+�R� /2=0. Note that we already intro-
duced before the restriction �L=�R. In that symmetric situ-
ation the RG flow does not generate any contribution to
Re ��

Ret��=0� which hence remains at its initial value U /2
given in Eq. �39c�. The renormalized effective level position
is then given by

��
� = �� + Re ���

Ret�� = 0� = 0, �96�

compare Eqs. �3� and �95a�. Hence the effective single-
particle levels for the two spin states are degenerate and fixed
in the middle of the two chemical potentials throughout the
flow.

This section is organized as follows. At first, we discuss
the structure of the vertex functions in the particle-particle
�PP� and exchange particle-hole PH�e�� channels. At second,
we focus on the vertex functions in the direct particle-hole
PH�d�� channel. We distinguish this case from the other two
channels because of a bit more involved spin structure. At
third, we formulate a simplified version of the flow Eq. �27�
for the self-energy. On its basis we recover the Fermi-liquid
relations47,62 for the �imaginary part of� self-energy provid-
ing an analytical fRG estimate for a characteristic energy
scale of the quasiparticle resonance at zero frequency.

A. Particle-particle and exchange particle-hole channels

Let us first discuss the structure of the vertex functions in
the particle-particle and exchange particle-hole channels
characterized by energy exchange frequencies � and X, re-
spectively.

From Eqs. �87b� and �88� we establish the property

�a�
d���̄�0� � U�

d/2 = 0, �97�

which leads, as we will show below, to decoupling of PP and
PH�e� channels from PH�d� channel.

Taking into account Eq. �97� we introduce for conve-
nience the following shorthand notations cf. Eqs. �79�, �A9�,
and �A12��,

a1��� = �a�
p���̄��� +

U + U�
x

2
, �98�

F1��� = �I�
pp���̄

22�12��� + �I�
pp���̄

22�21��� , �99�

b1��� = �b�
p���̄��� , �100�

H1��� = 2i Im��I�
pp���̄

22�11��� +
1

2
�I�

pp���̄
22�22���� , �101�

and

a3�X� =
U + U�

p

2
+ �a�

x���̄�X� , �102�

F3�X� = �I�
ph���̄

21�22�X� + �I�
ph���̄

22�12�X� , �103�

b3�X� = �b�
x���̄�X� , �104�

H3�X� = 2i Im��I�
ph���̄

12�21�X� +
1

2
�I�

ph���̄
22�22�X�� , �105�

where the functions �98� and �102� are specifically defined to
fulfill a1�0�=a3�0�. The flow Eqs. �C3a� and �C6a� can be
then transformed into

da1���
d�

= a1����2F1��� + 	 Ũ�

2

2

F3�0� , �106�

da3�X�
d�

= 	 Ũ�

2

2

F1�0� + a3�X��2F3�X� , �107�

where the static part

Ũ� = U + U�
p + U�

x = 2a1�0� = 2a3�0� �108�

obeys the equation

dŨ�

d�
=

Ũ�
2

2
F1�0� + F3�0�� . �109�

In case of particle-hole symmetry and zero magnetic field the
following property holds

F3�X� = − F1�− X� , �110�

which, in particular, implies F1�0�+F3�0�=0. Therefore the

static component Ũ��U does not flow within the approxi-
mation introduced in Sec. VI B.

The flow Eqs. �C3b� and �C6b� for the functions �100�
and �104� read in the new notations
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db1���
d�

= �a1����2H1��� + 2i Im�a1���b1���F1���� ,

�111�

�b3�X�
��

= �a3�X��2H3�X� + 2i Im�a3�X�b3�X�F3�X�� .

�112�

The functions F1,3 and H1,3 are given by

F1��� =
i

2�

�

��
� d���G�

Ret	�
2

+ ��
G�̄
K	�

2
− ��


+ G�
K	�

2
+ ��
G�̄

Ret	�
2

− ��
� , �113�

F3�X� =
i

2�

�

��
� d���G�

Ret	�� −
X

2

G�̄

K	�� +
X

2



+ G�
K	�� −

X

2

G�̄

Av	�� +
X

2

� �114�

and

H1��� =
i

2�

�

��
� d��G�

RetG�̄
Ret + G�

AvG�̄
Av + G�

KG�̄
K� ,

�115�

H3�X� =
i

2�

�

��
� d��G�

RetG�̄
Av + G�

AvG�̄
Ret + G�

KG�̄
K� ,

�116�

where the partial derivative � /�� is supposed to act only on
explicitly �-dependent term within G’s, and the arguments of
Green’s functions in Eqs. �115� and �116� correspond to
those in Eqs. �113� and �114�, respectively. �For brevity we
also denote G��G.� By a straightforward evaluation one can
check that in equilibrium the following identities hold

H1��� = coth	 �
2T


F1��� − F1
����� , �117�

H3�X� = − coth	 X

2T

F3�X� − F3

��X�� . �118�

With their help we can establish that the combinations

c1��� = b1��� − coth	 �
2T


a1��� − a1
����� , �119�

c3�X� = b3�X� + coth	 X

2T

a3�X� − a3

��X�� �120�

obey the equations

dc1

d�
= 2 Re�a1F1�c1, �121�

dc3

d�
= 2 Re�a3F3�c3, �122�

respectively. Since initially c1���=c3�X��0, they also re-
main zero during the flow, accordingly to Eqs. �121� and
�122�. This proves that the KMS relations �A10� and �A13�
inherent to the equilibrium state are exactly preserved under
the fRG flow in the chosen approximation.

The derivative of the function F3 at zero temperature
reads

� �F3�X�
�X

�
X=0

� F3��0�

= −
1

�

�

��
� d���2�����G�

Ret����Im G�̄
R����

− Im G�
Ret����G�̄

Av�����

+ hF�����G�
Ret����Im

�G�̄
Ret����

���

− Im
�G�

Ret����
���

G�̄
Av������ , �123�

where hF����1−2f��� =
T→0

sign���. Under constraints
adopted in this section the formula �123� simplifies to

F3��0� = −
i

�

�

��
� d���4�����Im G�

Ret�����2

+ hF����
�

���
Im G�

Ret�����2�
= −

2i

�

�

��
Im G�

Ret�0��2 =
16i

���
3 . �124�

In the approximation achieved by neglecting the self-
energy feedback G�→g� we can replace in Eq. �114� the
partial derivative � /�� by the full one d /d�. Then we find
that

F3�X� =
d

d�
�−

2

�

��

X�X − i���
ln	1 + i

X

��/2

� �125�

is given by the full � derivative of the particle-hole polariza-
tion operator �62�. In particular, we obtain F3�0�=
−4 / ����

2�, and at small X��� we approximately have

F3�X� �
4

��2X − i���2 . �126�

This leads to an approximate solution of the Eq. �107�,

a3�X� � −
U

2

X + iB�U,��
X − iB�U,��

, �127�

where the width of the Lorentzian is given by
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B�U,�� =
4U

�
e−4U/���. �128�

It explicitly manifests that the exponential scale develops in
the broadening of the renormalized frequency-dependent ver-
tex function in the exchange particle-hole channel.

B. Direct particle-hole channel

The flow equations for the vertex functions in this channel
are split off those considered in Sec. VII A. We analogously
introduce the new notations cf. Eqs. �A15� and �A18��

a20��� =
U + U�

p + U�
x

2
+ �a�

d���̄��� , �129�

a2���� = �a�
d������ −

W��
d

2
, �130�

F2���� = �I�
ph���

22�21��� + �I�
ph���

12�22��� , �131�

b20��� = �b�
d���̄��� , �132�

b2���� = �b�
d������ , �133�

H2���� = 2i Im��I�
ph���

12�21��� +
1

2
�I�

ph���
22�22���� , �134�

and rewrite the corresponding Eqs. �C7� and �C9�

da20���
d�

= − a20��� �
s=↑,↓

a2s���F2s���

+ 	 Ũ�

2

2

F1�0� + F3�0�� , �135�

da2����
d�

= − a20����2F2�̄��� − a2�����2F2����

+ 	 Ũ�

2

2

F2�̄�0� , �136�

db20���
d�

= − a20���a2�̄
� ���H2�̄��� − a20

� ���a2����H2����

− a20���b2�̄���F2�̄��� − a20
� ���b2����F2�

� ���

− a2�̄
� ���b20���F2�̄

� ��� − a2����b20���F2���� ,

�137�

db2����
d�

= − �a20����2H2�̄��� − �a2�����2H2����

− 2 Re�a2����F2�����b2����

− 2i Im�a20
� ���b20���F2�̄

� ���� . �138�

We note that a20�0�= Ũ� /2 and a2��0�=0 as well as F2����

=F3�−�� and H2����=H3�−��. One can also observe that
b20��� contains both real b20

r ���=Re b20��� and imaginary
b20

i ���=Im b20��� parts while b2���� is purely imaginary.
Analogously to Eq. �118� the following identity holds in

equilibrium

H2���� = coth	 �
2T


F2���� − F2�
� ���� . �139�

It allows us to express the equations for b20
r ��� and for the

combinations

c20��� = ib20
i ��� − coth	 �

2T

a20��� − a20

� ���� , �140�

c2���� = b2���� − coth	 �
2T


a2���� − a2�
� ���� , �141�

in the following form:

db20
r

d�
= − Re�F2�a2� + F2�̄a2�̄�b20

r − i Im�F2�a2� − F2�̄a2�̄�c20

+ i Im�F2�a20�c2� − i Im�F2�̄a20�c2�̄, �142�

dc20

d�
= − i Im�F2�a2� − F2�̄a2�̄�b20

r − Re�F2�a2� + F2�̄a2�̄�c20

− Re�F2�a20�c2� − Re�F2�̄a20�c2�̄, �143�

dc2�

d�
= 2i Im�F2�̄a20 + F2�a2��b20

r

− 2 Re�F2�̄a20�c20 − 2 Re�F2�a2��c2�. �144�

Since initially b20
r ���=c20���=c2����=0, they remain zero

during the flow cf. Eq. �A16��. This observation completes
the proof of the statement that the KMS relations are pre-
served in the chosen approximation scheme.

C. Fermi-liquid relations for the self-energy

In the case of particle-hole symmetry it is convenient to
introduce the notations

ā1��� = − a1�−�� , �145�

ā2���� = − a2��− �� , �146�

and rewrite an equilibrium version of the Eq. �B1� for the
retarded self-energy in a simplified form

d

d�
��

Ret��� =
1

�
� d�̃�−

U

2
hF��̃�Im s�̄

Ret��̃�

+ hF��̃�ā1��̃ − ��Im s�̄
Ret�− �̃�

+ hB��̃ − ��Im ā1��̃ − ��s�̄
Av�− �̃�

+ hF��̃�a3��̃ − ��Im s�̄
Ret��̃�

− hB��̃ − ��Im a3��̃ − ��s�̄
Ret��̃�
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+ hF��̃�ā2���̃ − ��Im s�
Ret��̃�

− hB��̃ − ��Im ā2���̃ − ��s�
Ret��̃�� ,

�147�

where hB���=coth �
2T . In this equation the self-energy feed-

back is neglected as well by replacing S�→s�=
�g�
�� .

Comparing Eqs. �106� and �107� with Eqs. �135� and
�136�, one can observe that the relation

ā2���� =
ā1��� + a3���

2
�148�

holds at every �. The identities Im sRet���=Im sRet�−��,
sAv�−��=−sRet��� are fulfilled as well. Therefore Eq. �147�
reduces to the form

d

d�
��

Ret��� =
3

2�
� d�̃hF��̃�ā1��̃ − ��Im s�̄

Ret��̃�

− hB��̃ − ��Im ā1��̃ − ��s�̄
Ret��̃�

+ hF��̃�a3��̃ − ��Im s�̄
Ret��̃�

− hB��̃ − ��Im a3��̃ − ��s�̄
Ret��̃�� . �149�

In particular, its imaginary part reads

d

d�
Im ��

Ret��� =
3

2�
� d�̃hF��̃� − hB��̃ − ���

�Imā1��̃ − �� + a3��̃ − ���Im s�̄
Ret��̃� ,

�150�

which at T=0 amounts to

d

d�
Im ��

Ret��� =
3

�
�

0

�

d�̃ Imā1��̃ − ��

+ a3��̃ − ���Im s�̄
Ret��̃� . �151�

Differentiating the latter expression with respect to � and
taking into account symmetries of integrands we obtain

d

d�
Im �� = −

3

�
Im� � ā1

��
+

�a3

��
�
�=0

Im s�̄
Ret�0� ,

where Im ��=Im���2��
Ret /��2���=0. Note that the first deriva-

tive Im ��=Im�����
Ret /�����=0 vanishes. It means that � ex-

pansion of Im �Ret���� 1
2 Im ���2 starts from the quadratic

term, in compliance with the Fermi-liquid expression �32�.
In order to find an fRG estimate for Im ��, we need to

establish equations for ā1�=Im���ā1 /�����=0 and a3�
=Im���a3 /�����=0. This is achieved by differentiating Eqs.
�106� and �107�

dā1�

d�
= − Uā1�F3�0� +

U2

4
Im F3��0� , �152�

da3�

d�
= Ua3�F3�0� +

U2

4
Im F3��0� . �153�

Using Eq. �123� and Im sRet�0�=2 /��
2, we obtain the follow-

ing set of equations

d Im ��

d�
= − �ā1� + a3��

6

���
2 , �154�

dā1�

d�
= ā1�

4U

���
2 +

4U2

���
3 , �155�

da3�

d�
= − a3�

4U

���
2 +

4U2

���
3 . �156�

The solution of the last equations is given by

ā1� =
�

4
�1 −

4U

���
− e−4U/���� , �157�

a3� =
�

4
�1 +

4U

���
− e+4U/���� , �158�

and therefore

ā1� + a3� =
�

2
�1 − cosh

4U

���
� . �159�

Integrating the equation for Im ��, we obtain at �=0,

Im �� =
3

�
�1 −

��

4U
sinh

4U

��
� . �160�

At large U�� an exponentially large scale emerges in a3�
�−�

4 e4U/�� and in Im ���− 3�
8Ue4U/��. We also note that a3�

determines the width B=−U /a3� given in Eq. �128�.
In a similar way we can establish the Fermi-liquid coef-

ficient corresponding to small-temperature expansion. Let us
set �=0 in Eq. �150� and rescale the integration variable �̃
=xT. Then

d

d�
Im ��

Ret�0� = −
3

�
� d�̃

sinh �̃/T
Imā1��̃�

+ a3��̃��Im s�̄
Ret��̃�

= −
3T

�
� dx

sinh x
Imā1�xT�

+ a3�xT��Im s�̄
Ret�xT� . �161�

Differentiating it twice with respect to T we obtain

d

d�
Im� �2��

Ret�0�
�T2 �

T=0
= −

3

�
	� 2xdx

sinh x

Im� � ā1

��

+
�a3

��
�
�=0

Im s�̄
Ret�0� , �162�

where �−


 2xdx

sinh x =�2. Comparing this expression with Eq.
�154� we establish cf. Eq. �32��
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Im� �2��
Ret

�T2 �
�,T=0

= �2 Im ��. �163�

Calculation of the Fermi-liquid coefficient corresponding to
small-bias expansion is presented in Appendix D.

VIII. RESULTS OF THE FREQUENCY DEPENDENT FRG

In this section we discuss numerical results obtained from
the frequency-dependent Keldysh fRG and compare them to
those found by other methods. The underlying approximation
scheme is the one described in Sec. VI; in particular, only the
static part of the self-energy is fed back into the flow of ��

and �2
�, as explained in Sec. VI D. In the figures, results of

this method are labeled by “fRG.”
We start with the particle-hole symmetric model in ther-

mal equilibrium at B=0. The low-energy expansion of the
retarded self-energy is then given by Eq. �32�. The reduced
susceptibilities serving as coefficients of this expansion are
known from Bethe ansatz and are50

�̃s = exp	�
4

U

�

��

U
�

0




dx exp	−
�

4

�

U
x2
 cos��x/2�

1 − x2 ,

�164a�

�̃c = exp	−
�

4

U

�

��

U
�

0




dx exp	−
�

4

�

U
x2
 cosh��x/2�

1 + x2 .

�164b�

For U��� the reduced susceptibilities acquire their
asymptotic form where50

�̃s � �̃c � �̃s �
�

2
��

U
exp	�

4
�U

�
−
�

U
�
, U��� .

�165�

This exponential behavior governs the width of the Kondo
resonance, which can be seen as follows. At eVg=0�=��, T
=0, B=0, V=0 the retarded Green’s function can be approxi-
mated for � close to 0 by

G�
Ret��� �

1

m�� + i�/2
, �166�

compare Eqs. �3� and �32�, the effective mass m� being de-
fined as

m� = 1 −� ��Ret

��
�
�=0

. �167�

Hence

	���� = −
1

�
Im G�

Ret��� �
1

�

�/2
�m���2 + �2/4

, �168�

so that the full width at half maximum of the peak within this
approximation is given by

TK =
�

m�
. �169�

From Eqs. �32� and �165� we deduce

m� =
�̃s + �̃c

2
�170a�

�
�

4
��

U
exp	�

4
�U

�
−
�

U
�
, U��� , �170b�

and thus

TK =
4

�
�U�exp	−

�

4
�U

�
−
�

U
�
 . �171�

Figure 2 shows a comparison of the effective mass com-
puted by the fRG to that obtained from second-order pertur-
bation theory and to the Bethe-ansatz result. Since second-
order perturbation theory will serve us several times as a
reference solution we briefly sketch how it is determined.
When evaluating the frequency-dependent second-order dia-
gram for the self-energy we use propagators dressed with the
restricted self-consistent Hartree-Fock self-energy as internal
propagators. The self-consistent Hartree-Fock solution is ob-
tained from the self-consistency equation

��
Ret = U�n�̄� = −

i

2�
U� d�G�̄

���� �172a�

=
U

2�
� d�feff���

�

�� − ��̄ − ��̄
Ret�2 + �2/4

. �172b�

This equation has a unique solution for small U but there are
three solutions at larger values of U �e.g., for U��� /2 for
T=0, B=0�. Two of them feature a local moment, �↑

Ret

��↓
Ret, even for B=0.43 The notion “restricted Hartree-Fock”

1

10

100

0 1 2 3 4 5 6 7

U/Γ

Bethe-Ansatz

fRG

fRG (full Σ-feedback)

2nd ord. PT

m
∗

FIG. 2. The effective mass m�=1−��
Ret� ��=0 as function of U for

Vg=0, T=0, B=0, and V=0. The exponential behavior exhibited by
the Bethe-ansatz result obtained from Eqs. �170a� and �164� at large
U /� is neither reproduced by the fRG nor by second-order pertur-
bation theory. While the effective mass computed from the
frequency-dependent fRG with static self-energy feedback �labeled
fRG and used as default throughout this section� is comparable to
the one found in second-order perturbation theory, the values ob-
tained from the fRG with full self-energy feedback are clearly
worse �compare Sec. VI D�.
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refers to the third solution which is energetically unfavorable
as compared to the other two ones but is nevertheless pref-
erable because of preserving spin symmetry, �↑

Ret=�↓
Ret. In

the particle-hole symmetric case, for instance, the restricted
Hartree-Fock self-energy �↑

Ret=�↓
Ret=U /2 aligns the single-

particle levels with the chemical potential. We use this per-
turbation theory only for B=0. For finite magnetic field it is
not clear which solution of the self-consistency equation
ought to be used to dress the single-particle propagators.

In Fig. 2 we see that the effective mass computed from
the fRG does not increase exponentially for large U but it is
comparable to the one computed with second-order perturba-
tion theory. As a consequence the width of the Kondo reso-
nance of the spectral function resulting from the fRG ap-
proximation does not shrink exponentially for increasing U.
Figure 2 also shows the effective mass obtained from the
fRG with full frequency-dependent backcoupling of the self-
energy into the flow. As mentioned in Sec. VI D this feed-
back leads to an artificial broadening of spectral features
which becomes apparent here in the too low values for the
effective mass. In Fig. 3 a comparison with the results of
recent Matsubara fRG implementations is given.

From the expansion �32� and from Eqs. �165� and �170� it
also follows that

i�

2
� �2��

Ret

��2 �
�=0

=
��̃s − �̃c�2

4
� m�2, U��� , �173�

increases exponentially with U in the Kondo regime. Figure
4 presents the respective data obtained by fRG and second-
order perturbation theory in comparison to the Bethe-ansatz
result. In contrast to second-order perturbation theory the
fRG produces an exponential scale as has been proven al-
ready in Eq. �160�. Using Eqs. �169� and �173� we can relate
this exponential behavior to a Kondo scale

TK�fRG = 4�U�

3�
exp	−

2

�

U

�

 . �174�

The identical exponential behavior has been found to govern
the pinning of the spectral weight to the chemical potential in
the Matsubara fRG with frequency-independent truncation
scheme.54,55 With 2 /��0.64 the prefactor is slightly smaller
than the correct one in Eq. �171�, � /4�0.79. Figure 4 also
shows that the fRG with feedback of the full frequency-
dependent self-energy into the flow does not produce an ex-
ponential scale in the second derivative of the self-energy.
This illustrates again that the static feedback scheme which
we use as standard is advantageous, compare Sec. VI D.

The fact that the fRG produces an exponential behavior in
Im �� but not in the effective mass constitutes an inconsis-
tency which manifests that the method captures Kondo phys-
ics only partly. The exact result satisfies

m�2 =
��̃s + �̃c�2

4
�

��̃s − �̃c�2

4
=

i�

2
� �2��

Ret

��2 �
�=0

, �175�

where both sides asymptotically approach �̃s
2 /4. Figure 5 il-

lustrates that the fRG result violates this inequality for U
�4�. Therefore we restrict the following discussions to U
�4�.

Figures 6–8 show spectral functions in the particle-hole
symmetric case at B=0, T=0, in equilibrium. Results of the
fRG and of second-order perturbation theory are compared to
essentially exact NRG data.77 For U�2� all three methods
yield nearly identical results. For U=2� the shape of the
peak differs already significantly from the Lorentzian form
produced by static approximations such as restricted Hartree-
Fock. At this interaction strength the difference occurs al-
most exclusively due to the second-order self-energy dia-
grams which are also captured exactly by the fRG. For U
=3� ,4� the resonance peaks produced by fRG and second-

1
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100

0 1 2 3 4 5 6 7

U/Γ

Bethe-Ansatz

NRG Karrasch et al.

fRG

fRG Karrasch et al.

fRG Bartosch et al.

m
∗

FIG. 3. �Color online� The effective mass as function of U for
Vg=0, T=0, B=0, and V=0. The figure compares the Bethe-ansatz
and fRG data of Fig. 2 with results of the Matsubara fRG in “ap-
proximation 1” of Ref. 57, the Matsubara fRG with partial
bosonization in the spin-rotational invariant version of Ref. 53 �data
extracted from the e-print arXiv:0811.2809v1�, and with the NRG
data used for comparison in Refs. 53 and 57.
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FIG. 4. The second derivative of the self-energy as function of
U for Vg=0, T=0, B=0, and V=0. The fRG produces an exponen-
tial increase with the exponent 4U /��, whereas the exact exponent
is �U /2�. Second-order perturbation theory and the fRG with the
full frequency-dependent self-energy feedback �compare Sec. VI D�
do not yield an exponential increase.
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order perturbation theory are too broad, see insets of Figs. 7
and 8, which is a consequence of the effective mass being
too small as discussed above. The overall shape of the spec-
tral function is reproduced better by second-order perturba-
tion theory than by fRG. The fRG has a tendency to shift
spectral weight too far away from the central peak; in Fig. 8
the side peaks computed by fRG are situated at ����3�
whereas they are expected to be at ����U /2=2�. For the
computation of equilibrium spectra it is hence preferable to
resort to the frequency-dependent Matsubara fRG which has
been found to be clearly superior in this respect to second-
order perturbation theory at U=2.5�.57

The linear conductance as function of gate voltage for
different magnetic fields at T=0 and U=4� is shown in Fig.
9. The fRG data agree very well with NRG results; the
frequency-dependent Keldysh fRG obviously maintains the
high quality in describing Glin�Vg ,B ;T=0� which has already

been achieved by the fRG with frequency-independent trun-
cation scheme.54,55

Figures 10 and 11 present the linear conductance as func-
tion of gate voltage for different temperatures at B=0 and
U=2� ,3�. In contrast to second-order perturbation theory
the fRG reproduces the NRG results for the width of the
plateau at T=0 and the position of the maxima for T�0
quite accurately. The decrease in the conductance at Vg=0
with increasing temperature is captured not completely cor-
rect by the fRG but distinctively better than by second-order
perturbation theory. The fRG provides an altogether accept-
able description of Glin�Vg ,T� for U�3. This is an important
improvement compared to previous fRG approaches. The
static fRG �Refs. 54 and 55� is, in principle, unable to repro-
duce the minimum of Glin at Vg=0. The reason is that the
linear conductance is given by

Glin = e2�
L�R

�
� d�	−

� f���
��


	��� , �176�

as follows from the current formula �22�. In any static ap-
proximation at B=0 the spectral function 	��� is represented
by a Lorentzian peak with fixed width and height, centered at
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FIG. 5. Comparison of the square of the effective mass and of
the second derivative of the self-energy as function of U for Vg

=0, T=0, B=0, and V=0. In the exact solution both have identical
large U asymptotics, m�2 being always the larger one of both. In the
fRG data the curves cross at U slightly above 4�.
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FIG. 6. �Color online� Spectral function for Vg=0, T=0, B=0,
V=0, and U=2�. The results of fRG and second-order perturbation
theory agree very well with NRG data. The peak shape differs al-
ready significantly from the Lorentzian form produced by static
approximations such as restricted Hartree-Fock.
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FIG. 7. �Color online� Spectral function for Vg=0, T=0, B=0,
V=0, and U=3�.
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FIG. 8. �Color online� Spectral function for Vg=0, T=0, B=0,
V=0, and U=4�. The resonance at �=0 produced by fRG and by
second-order perturbation theory is too broad. The side peaks re-
sulting from the fRG calculation are situated at too large ���.

JAKOBS, PLETYUKHOV, AND SCHOELLER PHYSICAL REVIEW B 81, 195109 �2010�

195109-20



the renormalized level position. Obviously Eq. �176� can
produce a single maximum of Glin�Vg� when the renormal-
ized level is aligned with the chemical potential but no local
minimum. For the frequency-dependent Matsubara fRG, on
the other hand, problems with the analytic continuation from
imaginary to real frequencies obstructed the computation of
the linear conductance.57 Although it has been later found
possible to circumvent this obstacle, the results for Glin�Vg�
are less accurate than those obtained from the Keldysh
fRG.78 A static fRG scheme based on a real-frequency cutoff
in Keldysh formalism has also been found to reproduce
qualitatively the shape of Glin�Vg ,T�.39 In view of the argu-
ment presented after Eq. �176� this has to be the consequence
of a renormalization of the level broadening. The latter how-
ever can be achieved only in a dynamic approximation as
can be seen from the fluctuation dissipation theorem, Eq.
�94�, that manifestly requires a frequency-dependent Keldysh
component of the self-energy if �Ret has nonvanishing imagi-
nary part. Therefore we suspect that the corresponding result
of the static flow scheme used in Ref. 39 is an artifact con-
nected to the violation of causality as consequence of the
real-frequency cutoff.

The results of our Keldysh fRG for the current as function
of bias voltage at Vg=0, B=0, T=0 have been compared in
Ref. 13 to data obtained by a TD-DMRG treatment. Excel-
lent agreement between both methods has been found for

U�4�. A more sensitive quantity for comparisons is how-
ever the differential conductance. Unfortunately, the TD-
DMRG conductance data existing by now are not enough for
a meaningful comparison. In Fig. 12 we compare the differ-
ential conductance as computed by fRG to the fourth-order
perturbation theory results of Ref. 59. The agreement for
small and large voltages is rather good. A discrepancy is
found at intermediate V where the fRG does not reproduce
the anomalous peak found by Ref. 59 for sufficiently large
U. Probably the anomalous peak is an artifact of fourth-order
perturbation theory; this conclusion is supported by recent
nonequilibrium QMC results for the SIAM.20

The data for Gdiff�V� at different magnetic fields presented
in Figs. 13 and 14 could, in principle, be compared to results
of the recently introduced scattering states NRG.12 The data
of the latter approach is however is still too noisy to allow
for definite conclusions. Finally, Figs. 15 and 16 present the
differential conductance for different temperatures in com-
parison to second-order perturbation theory.

A detailed comparison of nonequilibrium results of the
fRG with that of recent numerical methods is given in Ref.
61.
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IX. CONCLUSION

In this paper we studied a frequency-dependent fRG ap-
proximation for the Anderson impurity model. In equilibrium
this model provides the possibility to compare our results to
reliable data from Bethe ansatz or the NRG. Existing studies
of the model within Matsubara fRG give indication on how
to approach the problem within Keldysh formalism. The
nonequilibrium properties of the model are subject of numer-
ous investigations in recent time; however, a consistent pic-
ture did not yet emerge.

In order to preserve the Fermi-liquid properties of the
model we have chosen as flow parameter the level broaden-
ing � /2=�. In Sec. V we studied the basic approximation
scheme with static vertex renormalization and reproduced
the results of the static Matsubara fRG. For the more ad-
vanced dynamic second-order truncation scheme it was nec-
essary to parametrize the frequency dependence of the vertex
in order to obtain tractable equations. The self-energy which
we feed back into the flow is static and does not contain
interaction induced quasiparticle decay rates. Nevertheless, it
turned out that the results can be trusted up to values of the
Coulomb interaction U�3�=6�, which are typical param-
eter regimes also used in diverse recent numerical studies of

the model; see, e.g., Ref. 61. Furthermore, for technical rea-
sons we restricted our study to TL=TR and �L=�R.

At the particle-hole symmetric point the description of the
spectral function obtained by our fRG is comparable to
second-order perturbation theory at weak interactions while
getting worse for increasing values of U. But in contrast to
perturbation theory the fRG generates exponential behavior
in certain quantities. The exponent of the Kondo temperature
extracted from the second-order derivative of the self-energy
is identical to that found from the pinning mechanism in the
static fRG, which is not far from the exact value. The fact
that the effective mass derived from the fRG does not exhibit
an exponential scale is related to the missing renormalization
of the static part of the two-particle vertex in the present
second-order truncation scheme. An extension which takes
into account contributions from the flow of the three-particle
vertex could probably cure this deficiency. In that case we
expect that also the feedback of the full frequency-dependent
self-energy into the flow will be favorable compared to the
static feedback used here.
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A big success of the method is the very good description
of the linear conductance as function of gate voltage, tem-
perature, and magnetic field. At zero temperature excellent
conductance data are obtained even for U=4� while for fi-
nite T acceptable quality is achieved for U�3� with much
better results than in perturbation theory. In this respect the
method is a utile complement to existing fRG approaches:
the static fRG is applicable only at T=0, and the frequency-
dependent Matsubara fRG does not produce conductance
data of comparable quality.

Concerning nonequilibrium properties the results of the
fRG compare rather good to those of other methods for U
�3� as far as comparisons are possible. In particular, we
obtained very good agreement for the nonlinear current I�V�
with TD-DMRG data at the most critical point Vg=T=B=0.
Together with the fact that our equilibrium results agree well
with NRG at finite magnetic field and finite temperature, we
expect our results for the nonlinear conductance G�V� to be
reliable at finite T and B, although no firm benchmark has yet
been obtained by other techniques.

An issue to be addressed for future research is the prob-
lem of current conservation by the fRG. For the finite bias
data which we presented in Sec. VIII current conservation is
given as a consequence of the complete symmetry estab-
lished by eVg= ��L+�R� /2, TL=TR, �L=�R. In more general
cases the fRG is not expected to be a current conserving
method. Similar problems are known for other methods, for
example, perturbation theory.58 Only when reliable bench-
marks become available, it can be concluded, whether the
violation of current conservation generates serious errors in
the nonlinear conductance G�V�, and whether more elaborate
parametrizations within nonequilibrium fRG are necessary.

The comparison of the frequency-dependent Keldysh and
Matsubara fRG reveals that in spite of being closely related,
the two methods are not equivalent in equilibrium. The
choice of an imaginary frequency cutoff as used in Matsub-
ara fRG is not possible in the Keldysh fRG without destroy-
ing the Fermi-liquid property at the particle-hole symmetric
point. For the Keldysh fRG the static self-energy feedback
into the flow is preferable to the feedback of the full one, as
opposed to the Matsubara fRG. And while the Matsubara
fRG yields better results for the form of the spectral function
at the particle-hole symmetric point, the Keldysh fRG pro-
duces better data for the linear conductance as function of
gate voltage, making accessible finite temperatures where the
Matsubara fRG is handicapped by the problem of analytic
continuation.

In total our investigation gave insight on how a
frequency-dependent approximation to the Keldysh fRG can
be constructed and produced a flexible method to compute
properties of the Anderson impurity model for moderate in-
teractions. A fundamental problem of applying the fRG in
the considered truncation scheme to this model is that the
justification for the performed approximations can only be
given by perturbative arguments. This difficulty is rooted in
the regular perturbative expansion of the model. This con-
trasts with the situation in models with low-energy divergen-
cies which typically allow to distinguish relevant and irrel-
evant contributions to the RG flow by power counting. It
would be interesting to figure out whether perturbative RG

techniques are still capable to capture the exponentially
small scale of the Kondo temperature in the effective mass
for large Coulomb interactions. Within our proposed ap-
proximation scheme, this scale already appeared in the
second-order derivative of the self-energy, showing that our
perturbative RG scheme has the potential to extract such
scales. Therefore, it might appear possible that certain con-
tributions from the three-particle vertex can help to reveal
the same scale for the effective mass as well. We expect that
the approximation can be systematically improved by includ-
ing the influence of higher-order vertices on the flow, if care
is taken to formulate the approximation scheme in accor-
dance with Ward identities. It might be also interesting to
access the Kondo limit of the Anderson model using an ap-
proach based on Hubbard-Stratonovich fields decomposition
as proposed in Ref. 53 in combination with nonequilibrium
fRG.

In summary, the method proposed in the present paper
seems to be sufficient to describe Coulomb interactions up to
the order of the bandwidth D of the local system. For a
single-level quantum dot, the band width is given by D��,
whereas in quantum wires it is given by D� t, where t is the
hopping matrix element. In both cases, the nonequilibrium
fRG schemes of this paper and of Ref. 25 seem to be reliable
for U�D, providing the hope for a unified approach describ-
ing the whole crossover from local to extended quantum sys-
tems.
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APPENDIX A: IDENTIFICATION OF INDEPENDENT
COMPONENTS OF ��

p,x,d

The numerous Keldysh and spin components of the func-
tions ��

p,x,d are not independent of each other. In this section
we identify a set of independent components from which all
the others can be determined. For that purpose we make
extensive use of the relations for the vertex functions which
originate from permutation of particles, complex conjuga-
tion, causality, and the KMS conditions and are described in
Ref. 42. As explained in that reference, the hybridization
flow parameter preserves these relations during the truncated
RG flow. This is as well the case under the additional ap-
proximation induced by the replacement, Eq. �77�, since the
static renormalized vertices appearing in the flow Eq. �81�
have the same spin and Keldysh structure as the original bare
vertex. The relations can be even used for the three indi-
vidual functions ��

p,x,d since the diagrammatic structure of
the three corresponding flow equations is invariant under the
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manipulations done in the proof of those relations, cf. Ref.
42. The only exception is that permutation of either the in-
coming or the outgoing indices maps �x onto �d and vice
versa.

1. Analysis of the spin structure

Due to the spin structure of v̄, ���
p,x,d�, and �I�

pp,xph� certain
spin components of ��

p,x,d vanish: knowing that

� v̄�1��2���1�2
= 0

���
p��1��2���1�2

= 0

���
x��1��2���1�2

+ ���
d��1��2���1�2

= 0
� if �1 � �̄2 or �1� � �̄2�,

�A1a�

���
x,d��1��2���1�2

= 0 if �1� + �2� � �1 + �2, �A1b�

we conclude from the flow Eq. �81� that

���
p��1��2���1�2

= 0, if �1 � �̄2 or �1� � �̄2�, �A2a�

���
x��1��2���1�2

= 0, if �1 + �2 � �1� + �2�, �A2b�

���
d��1��2���1�2

= 0, if �1 + �2 � �1� + �2�. �A2c�

Concerning the remaining spin components, we can restrict
our study to

���
p���̄���̄, ���

x���̄���̄, ���
d���̄���̄, ���

d������, �A3�

because the other ones can be derived from these by permu-
tations of particle indices,

���
p���̄��̄�
�1��2���1�2��� = − ���

p���̄���̄
�1��2���2�1��� , �A4a�

���
x���̄��̄�
�1��2���1�2�X� = − ���

d���̄���̄
�1��2���2�1�− X� , �A4b�

���
d���̄��̄�
�1��2���1�2��� = − ���

x���̄���̄
�1��2���2�1�− �� , �A4c�

���
x������
�1��2���1�2�X� = − ���

d������
�1��2���2�1�− X� . �A4d�

2. Analysis of the Keldysh structure

In the following it is convenient to describe the Keldysh
components of two-particle functions in terms of block ma-
trices, in which they are arranged according to the table

�
�11�11� �11�21� �11�12� �11�22�
�21�11� �21�21� �21�12� �21�22�
�12�11� �12�21� �12�12� �12�22�
�22�11� �22�21� �22�12� �22�22�

� . �A5�

The indices �2�, �2 of an index tuple ��1��2� ��1�2� indicate
which 2�2-submatrix is to be chosen, while �1�, �1 defines
the position inside a submatrix. The bare interaction vertex,
Eq. �40�, for example, is described by the matrix

v̄
�1��2���1�2

�1��2���1�2 =
1

2
v̄�1��2���1�2�

0 1 1 0

1 0 0 1

1 0 0 1

0 1 1 0
�
�1��2���1�2

. �A6�

From the flow Eq. �81a� it follows that ��
p��� has the

Keldysh structure

��
p =�

c d d c

a b b a

a b b a

c d d c
�
�

, �A7�

which can be seen as follows: the initial value ��=

p �0 is

consistent with the structure, Eq. �A7�. Since ��
p��� has this

structure so does v̄+��
p���+��

x +��
d�. From Eq. �81a� it can

then be derived that d��
p /d� has the structure, Eq. �A7�, as

well. Therefore this structure is conserved during the flow.
Exploiting the causality relation ���

p�22�22�0 and the
transformation properties with respect to complex conjuga-
tion we find

���
p���̄���̄��� =�

0 a�
p� a�

p� 0

a�
p b�

p b�
p a�

p

a�
p b�

p b�
p a�

p

0 a�
p� a�

p� 0
�
��̄

��� , �A8�

where �a�
p���̄��� is a complex valued function while

�b�
p���̄��� is purely imaginary. As a consequence of causal-

ity, �a�
p���̄��� is analytic in the upper half plane of �. The

relations for exchange of particle indices yield

�a�
p���̄��� = �a�

p��̄���� , �A9a�

�b�
p���̄��� = �b�

p��̄���� . �A9b�

In case of thermal equilibrium at temperature T and chemical
potential �=0 the only nontrivial component of the general-
ized fluctuation dissipation theorem of Ref. 42 reads

�b�
p���̄��� = i2 coth	 �

2T

Im�a�

p���̄��� . �A10�

The same reasoning as used for ���
p���̄���̄��� shows that

the Keldysh structure of ���
x���̄���̄�X� is

���
x���̄���̄�X� =�

0 a�
x� a�

x b�
x

a�
x b�

x 0 a�
x�

a�
x� 0 b�

x a�
x

b�
x a�

x a�
x� 0

�
��̄

�X� �A11�
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with a complex valued function �a�
x���̄�X� and a purely

imaginary function �b�
x���̄�X�. �a�

x���̄�X� is analytic in the
lower half plane of X. The behavior of a�

x and b�
x under

exchange of particle indices is

�a�
x���̄�X� = �a�

x��̄��− X��, �A12a�

�b�
x���̄�X� = �b�

x��̄��− X� . �A12b�

In case of thermal equilibrium the KMS conditions are

�b�
x���̄�X� = − i2 coth	 X

2T

Im�a�

x���̄�X� . �A13�

The Keldysh structure of ���
d���̄���̄��� has the form

���
d���̄���̄��� =�

0 �a�
d���̄ �a�

d��̄�
� �b�

d���̄
�a�

d���̄ 0 �b�
d���̄ �a�

d��̄�
�

�a�
d��̄�

� �b�
d���̄ 0 �a�

d���̄
�b�

d���̄ �a�
d��̄�

� �a�
d���̄ 0

���� ,

�A14�

where �a�
d���̄��� and �b�

d���̄��� are complex valued functions
which satisfy

�a�
d���̄��� = �a�

d���̄�− ���, �A15a�

�b�
d���̄��� = − �b�

d���̄�− ���, �A15b�

�b�
d���̄��� = �b�

d��̄��− �� . �A15c�

The function �a�
d���̄��� is analytic in the upper half plane of

�. In case of thermal equilibrium the KMS conditions de-
mand

Re�b�
d���̄��� = tanh	 �

2T

Re�a�

d���̄��� − �a�
d��̄����� ,

�A16a�

Im�b�
d���̄��� = coth	 �

2T

Im�a�

d���̄��� + �a�
d��̄����� .

�A16b�

Finally the Keldysh structure of ���
d��������� is

���
d��������� =�

0 a�
d a�

d� b�
d

a�
d 0 b�

d a�
d�

a�
d� b�

d 0 a�
d

b�
d a�

d� a�
d 0

�
��

��� , �A17�

where �a�
d������ is a complex valued and �b�

d������ a purely
imaginary function; they satisfy

�a�
d������ = �a�

d����− ���, �A18a�

�b�
d������ = �b�

d����− �� . �A18b�

�a�
d������ is analytic in the upper half plane of �. In case of

thermal equilibrium the KMS conditions are

�b�
d������ = i2 coth	 �

2T

Im�a�

d������ . �A19�

In summary we conclude that all spin and Keldysh com-
ponents of the functions �p,x,d can be determined from the
selection

�a�
p,x,d�↑↓, �b�

p,x,d�↑↓, �a�
d�↓↑, �a�

d���, �b�
d���, � = ↑,↓ .

�A20�

The precise form of the flow equations shows, that �a�
d�↓↑ can

be expressed through �a�
d�↑↓, see Eq. �C8� below.

APPENDIX B: FLOW EQUATION FOR
THE SELF-ENERGY

In our approximation the two-particle vertex acquires a
special structure described in Sec. VI B and Appendix A.
When we insert this structure into Eq. �27� we obtain as flow
equation for the retarded component of the self-energy

d��
Ret ����
d�

= −
i

2�
� d����b�

x���̄��� − ��

+ �b�
d���̄�0��S�̄

Ret ����� − �b�
d����� − ���

− �b�
d����0��S�

Ret ����� + �b�
p���̄��� + ��

+ �b�
d���̄�0��S�̄

Av ����� + �b�
d����0�S�

Av �����

+ �U

2
+ �a�

p���̄��� + �� + �a�
x���̄��� − ��

+ �a�
d���̄�0��S�̄

K����� − �a�
d����� − ���

− �a�
d����0��S�

K������ . �B1�

As a consequence of Eq. �36� SRet���� SAv����� is ana-
lytic in the upper lower� half plane of �� and vanishes as
��−2 for ����→
. Hence,

� d��SRet,Av���� = 0, �B2�

and Eq. �B1� is reduced to
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d��
Ret ����
d�

= −
i

2�
� d����b�

x���̄��� − ��S�̄
Ret ����� − �b�

d����� − ���S�
Ret ����� + �b�

p���̄��� + ��S�̄
Av �����

+ �U

2
+ �a�

p���̄��� + �� + �a�
x���̄��� − �� + �a�

d���̄�0��S�̄
K����� − �a�

d����� − ��� − �a�
d����0��S�

K������ .

�B3�

Since the relation ��
Av ����=��

Ret ����� is maintained during the flow, it is not necessary to compute the flow of ��
Av ����

separately. Following similar steps as for �Ret we acquire the flow equation for �K,

d��
K����
d�

= −
i

2�
� d��	2 Re��U

2
+ �a�

p���̄��� + ��� + �a�
x���̄��� − ���S�̄

Ret ������ − 2 Re�a�
d����� − ���S�

Ret ������

+ �b�
p���̄��� + �� + �b�

x���̄��� − ���S�̄
K����� − �b�

d����� − ���S�
K�����
 . �B4�

APPENDIX C: FLOW EQUATION FOR
THE TWO-PARTICLE VERTEX

Due to the structure of the two-particle vertex function
described in Sec. VI B and Appendix A, its flow is deter-
mined completely by the flow of the components, Eq. �A20�.
The flow equations of these components can be formulated
as a closed set if the other components are eliminated by use
of the relations found in Appendix A. Setting up these flow
equations is cumbersome but straightforward. This section is
devoted to a brief sketch of some simplifications which can
be made during the calculation and indicating the result.

The flow equations for �a�
p���̄= ���

p���̄���̄
12�22 and �b�

p���̄
= ���

p���̄���̄
12�21 follow from Eq. �81a�. Due to Eqs. �79�, �82�, and

�A2a� the implicit summation over spin indices in Eq. �81a�
is reduced to the two contributions ��3�4 ��3��4��
= ���̄ ���̄� , ��̄� � �̄��. The summation over Keldysh indices
is also largely reduced: first, because of the vanishing com-
ponents in Eq. �A8�, and, second, because of

�I�
pp��1�2��1��2� = 0, if �1 = �1� = 1 or �2 = �2� = 1,

�C1a�

�I�
pp�12�21 = �I�

pp�21�12 = 0. �C1b�

Equation �C1a� is a consequence of G1�1=0, S1�1=0, while
Eq. �C1b� follows from GRet���, SRet��� GAv��� , SAv����
being analytic in the upper lower� half plane of �. Making
further use of

�I�
pp��1��2���1�2��� = − �− 1��1�+�2�+�1+�2�I�

pp��1�2��1��2�����

�C2�

for the remaining components, which follows form
G�

Ret����=G�
Av���, S�

Ret����=S�
Av��� and G�

K����=−G�
K���,

S�
K����=−S�

K���, we find

d�a�
p���̄���

d�
= �U + U�

x + U�
d

2
+ �a�

p���̄����2

�I�
pp���̄

22�12���

+ �I�
pp���̄

22�21���� , �C3a�

d�b�
p���̄���

d�
= 2i Im��U + U�

x + U�
d

2
+ �a�

p���̄����2

���I�
pp���̄

22�11��� +
1

2
�I�

pp���̄
22�22����

+ �U + U�
x + U�

d

2
+ �a�

p���̄�����b�
p���̄���

��I�
pp���̄

22�12��� + �I�
pp���̄

22�21����� . �C3b�

The flow equations for �a�
x���̄�X� and �b�

x���̄�X� can be
derived in an analogous way. Instead of Eqs. �C2� we use

�I�
ph��1�2��1��2� = 0, if �1 = �1� = 1 or �2 = �2� = 1,

�C4a�

�I�
ph�11�22 = �I�

ph�22�11 = 0, �C4b�

and

�I�
ph��1��2���1�2��� = − �− 1��1�+�2�+�1+�2�I�

ph��1�2��1��2�����,

�C5�

and find
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d�a�
x���̄�X�

d�
= �U + U�

p + U�
d

2
+ �a�

x���̄�X��2

�I�
ph���̄

21�22�X� + �I�
ph���̄

22�12�X�� , �C6a�

d�b�
x���̄�X�

d�
= 2i Im��U + U�

p + U�
d

2
+ �a�

x���̄�X��2��I�
ph���̄

12�21�X� +
1

2
�I�

ph���̄
22�22�X��

+ �U + U�
p + U�

d

2
+ �a�

x���̄�X���b�
p���̄�X��I�

ph���̄
21�22�X� + �I�

ph���̄
22�12�X��� . �C6b�

The flow equations for �a�
d���̄��� and �b�

d���̄��� are

d�a�
d���̄���

d�
= − �U + U�

p + U�
x

2
+ �a�

d���̄���� �
s=↑,↓

��a�
d�ss��� −

W�s
d

2
��I�

ph�ss
22�21��� + �I�

ph�ss
12�22���� , �C7a�

d�b�
d���̄���

d�
= − �U + U�

p + U�
x

2
+ �a�

d���̄������a�
d��̄�̄���� −

W��̄
d

2
��I�

ph��̄�̄
12�21��� + �I�

ph��̄�̄
21�12��� + �I�

ph��̄�̄
22�22����

− �U + U�
p + U�

x

2
+ �a�

d��̄��������a�
d������ −

W��
d

2
��I�

ph���
12�21��� + �I�

ph���
21�12��� + �I�

ph���
22�22����

− �U + U�
p + U�

x

2
+ �a�

d���̄�����b�
d��̄�̄����I�

ph��̄�̄
22�21��� + �I�

ph��̄�̄
12�22����

− �U + U�
p + U�

x

2
+ �a�

d��̄�������b�
d�������I�

ph���
21�22��� + �I�

ph���
22�12����

− ��a�
d��̄�̄���� −

W��̄
d

2
��b�

d���̄����I�
ph��̄�̄

21�22��� + �I�
ph��̄�̄

22�12����

− ��a�
d������ −

W��
d

2
��b�

d���̄����I�
ph���

22�21��� + �I�
ph���

12�22���� . �C7b�

Since �a�
d���̄ and �a�

d��̄� have the same �zero� initial value at �=
 we conclude from Eq. �C7a� that

�a�
d���̄��� = �a�

d��̄���� . �C8�

Finally, the flow equations for �a�
d������ and �b�

d������ turn out to be

d�a�
d������
d�

= − �U + U�
p + U�

x

2
+ �a�

d���̄����2

�I�
ph��̄�̄

22�21��� + �I�
ph��̄�̄

12�22���� − ��a�
d������ −

W��
d

2
�2

�I�
ph���

22�21��� + �I�
ph���

12�22���� ,

�C9a�

d�b�
d������
d�

= − 2i Im��U + U�
p + U�

x

2
+ �a�

d���̄����2��I�
ph��̄�̄

12�21��� +
1

2
�I�

ph��̄�̄
22�22����

+ ��a�
d������ −

W��
d

2
�2��I�

ph���
12�21��� +

1

2
�I�

ph���
22�22����

+ �U + U�
p + U�

x

2
+ �a�

d���̄������b�
d���̄����I�

ph��̄�̄
21�22��� + �I�

ph��̄�̄
22�12����

+ ��a�
d������� −

W��
d

2
��b�

d�������I�
ph���

21�22��� + �I�
ph���

22�12����� . �C9b�

APPENDIX D: NONEQUILIBRIUM FERMI-LIQUID COEFFICIENT

In this evaluation we make the same assumptions as in the Sec. VII, i.e., �L=�R and �L=−�R= eV
2 , B=eVg=0. We remind

that these conditions are important to ensure the real value of the static component of the vertex as well as the current
conservation.
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Let us define a nonequilibrium distribution function

hF
neq��� = �LhF,L��� + �RhF,R���

=
1

2
hF	� −

eV

2

 +

1

2
hF	� +

eV

2

 , �D1�

where �L+�R=1.
The nonequilibrium equation for the self-energy Eq. �B1�

in the particle-hole symmetric case reads

d

d�
��

Ret��� =
1

�
� d�̃− �0hF

neq��̃�Im s�̄
Ret��̃�

+ hF
neq��̃�a1��̃ + ��Im s�̄

Ret��̃�

+ b1��̃ + ��s�̄
Av��̃�

+ hF
neq��̃�a3��̃ − ��Im s�̄

Ret��̃�

+ b3��̃ − ��s�̄
Ret��̃�

+ hF
neq��̃�ā2���̃ − ��Im s�

Ret��̃�

+ b̄2���̃ − ��s�
Ret��̃�� , �D2�

where the vertex functions a and b components are no longer

related to each other by the KMS equalities, and where b̄2� is
defined on the analogy of Eq. �146�.

In the following we will need an expression for a product
of the two distribution functions, Eq. �D1�, evaluated at dif-
ferent frequency arguments �1 and �2. At small eV such a
product can be represented as

�LhF,L��1� + �RhF,R��1���LhF,L��2� + �RhF,R��2��

= �LhF,L��1�hF,L��2� + �RhF,R��1�hF,R��2�

− �L�RhF,L��1� − hF,R��1��hF,L��2� − hF,R��2��

� �LhF,L��1�hF,L��2� + �RhF,R��1�hF,R��2�

− 4�L�R�eV�2���1����2� . �D3�

Let us consequently analyze voltage-induced corrections
to the KMS relations occurring in each channel.

1. Particle-particle channel

In order to evaluate Eq. �115� we set �1= �
2 +��, �2= �

2
−�� and use for the PP channel the identity

hF,���1�hF,���2� = − 1 + hB,���1 + �2�hF,���1� + hF,���2�� ,

�D4�

where hB,����=hB��−�eV�, �=� for �=L /R, and hB���

=coth �
2T =

T→0

sign���. It leads to

�
�=�

��hF,���1�hF,���2�

= − 1 +
1

2 �
�=�

hB,����hF
neq��1� + hF

neq��2��

+
1

2 �
�=�

�hB,������LhF,L��1� + hF,L��2��

− �RhF,R��1� + hF,R��2��� , �D5�

where

�
�=�

�hB,����
2

� − 2eV���� , �D6�

as well as

�LhF,L��1� + hF,L��2�� − �RhF,R��1� + hF,R��2��

� − eV���1� + ���2�� �D7�

for �L=�R= 1
2 . Therefore, the second sum in Eq. �D5� ap-

proximately equals �4�eV�2���������.
We can represent

H1��� = H1
I ��� + H1

II��� , �D8�

where

H1
I ��� =

1

2� �
�=�

hB,�����F1��� − F1
����� , �D9�

H1
II��� � i�s1

a + s1
b����� , �D10�

and

s1
a =

8

�
�L�R�eV�2 d

d�
Im g�

Ret�0��2, �D11�

s1
b = − 4s1

a. �D12�

Therefore the solution of Eq. �111� has the form

b1��� = b1
I ��� + i�b1

IIa + b1
IIb����� , �D13�

where

b1��� =
1

2� �
�=�

hB,�����a1��� − a1
����� , �D14�

and b1
IIa and b1

IIb correspond to the inhomogeneity terms
 �eV�2 in Eqs. �D3� and �D5�, respectively. They can be
found from the equation

db1
II,a/b

d�
= �a1�0��2s1

a/b + 2a1�0�F1�0�b1
II,a/b. �D15�

2. Particle-hole channel

In order to evaluate Eq. �116� we set �1=��− X
2 , �2=��

+ X
2 and use for the PH channel the identity

hF,���1�hF,���2� = 1 − hB��1 − �2�hF,���1� − hF,���2�� .

�D16�

Then

H3�X� = H3
I �X� + H3

II�X� , �D17�

where

H3
I �X� = − hB�X��F3�X� − F3

��X�� , �D18�
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H3
II�X� = is3��X� , �D19�

and

s3 =
8

�
�L�R�eV�2 d

d�
Im g�

Ret�0��2. �D20�

The solution of Eq. �112� has the form

b3�X� = b3
I �X� + ib3

II��X� , �D21�

where

b3
I �X� = − hB�X��a3�X� − a3

��X�� , �D22�

and b3
II�X� obeys the equation

db3
II

d�
= �a3�0��2s3 + 2a3�0�F3�0�b3

II. �D23�

Analogously, the function H2���� occurring in the Eqs.
�137� and �138� can be represented as

H2���� = H2�
I ��� + H2�

II ��� , �D24�

where

H2�
I ��� = hB����F2���� − F2�

� ���� , �D25�

H2�
II ��� = is2����� , �D26�

and

s2� =
8

�
�L�R�eV�2 d

d�
Im g�

Ret�0��2. �D27�

Note that from Eq. �124� it follows

s1
a = s3 = s2� = − �eV�2Im F3��0� . �D28�

The solution of Eqs. �137� and �138� then takes the form

b20/2���� = b20/2�
I ��� + ib20/2�

II ���� , �D29�

where

b20/2�
I ��� = hB����F20/2���� − F20/2�

� ���� , �D30�

and

db20
II

d�
= − 2a20�0�F2��0�b2�

II , �D31�

db2�
II

d�
= − �a20�0��2s2� − 2a20�0�F2��0�b20

II . �D32�

Comparing the latter relations with Eqs. �D15� and �D23�
and using Eq. �D28� we establish that

b2�
II = −

b1
IIa + b3

II

2
, b20

II =
b3

II − b1
IIa

2
. �D33�

3. Self-energy

An equation for the imaginary part of the self-energy in nonequilibrium reads

d

d�
Im ��

Ret�0� =
1

�
� d�̃�hF

neq��̃�Im a1��̃�Im s�̄
Ret��̃� −

i

2
b1

I ��̃�Im s�̄
Av��̃� + hF

neq��̃�Im a3��̃�Im s�̄
Ret��̃� −

i

2
b3

I ��̃�Im s�̄
Ret��̃�

+ hF
neq��̃�Im ā2���̃�Im s�

Ret��̃� −
i

2
b̄2�

I ��̃�Im s�
Ret��̃�� +

1

2�
�b1

IIa + b1
IIb�Im sAv�0� + �b3

II − b2�
II �Im sRet�0�� ,

�D34�

which simplifies due to the particle-hole symmetry to the form

d

d�
Im ��

Ret�0� =
1

�
� d�̃��hF

neq��̃� −
1

2 �
�=�

hB,���̃��Im ā1��̃�Im s�̄
Ret��̃� + hF

neq��̃� − hB��̃��Ima3��̃� + ā2���̃��Im s�̄
Ret��̃��

+
1

2��− 2b1
IIa − b1

IIb +
3

2
�b1

IIa + b3
II��Im sRet�0� . �D35�

Expanding it in eV, we obtain

d

d�
Im ��

Ret�0� =
3

2�
	 eV

2

2� d�̃����̃�Imā1��̃� + a3��̃��Im sRet��̃� −

1

�
�eV�2� d�̃����̃�Im ā1��̃�Im sRet��̃�

+
1

2�
�− 2b1

IIa − b1
IIb +

3

2
�b1

IIa + b3
II��Im sRet�0� = −

3

2�
	 eV

2

2

Im� � ā1

��
+

�a3

��
�
�=0

Im sRet�0�

+
1

�
�eV�2Im� � ā1

��
�
�=0

Im sRet�0� +
1

2�
�− 2b1

IIa − b1
IIb +

3

2
�b1

IIa + b3
II��Im sRet�0� . �D36�
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Comparing Eqs. �D15� and �D23� with Eqs. �152� and
�153� we establish that

b1
IIa = − �eV�2Im� � ā1

��
�
�=0

, �D37�

b1
IIb = − 4b1

IIa, �D38�

b3
II = − �eV�2Im� �a3

��
�
�=0

. �D39�

These relations allow us to express Eq. �D36� as

d

d�
Im ��

Ret�0� = −
3

2�

3�eV�2

4
Im� � ā1

��
+

�a3

��
�
�=0

Im sRet�0� .

�D40�

After comparison with Eq. �154� it becomes clear that

Im� �2��
Ret

�V2 �
�,V=0

=
3

4
Im ��, �D41�

which agrees with Eq. �32� and Ref. 62.
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